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Summary

This report focuses on the impacts of automated decision-making in Canada’s immigration and refugee system from a human rights perspective. It highlights how the use of algorithmic and automated technologies to replace or augment administrative decision-making in this context threatens to create a laboratory for high-risk experiments within an already highly discretionary system. Vulnerable and under-resourced communities such as non-citizens often have access to less robust human rights protections and fewer resources with which to defend those rights. Adopting these technologies in an irresponsible manner may only serve to exacerbate these disparities.

The use of these technologies is not merely speculative: the Canadian government has already been experimenting with their adoption in the immigration context since at least 2014. For example, the federal government has been in the process of developing a system of “predictive analytics” to automate certain activities currently conducted by immigration officials and to support the evaluation of some immigrant and visitor applications. The government has also quietly sought input from the private sector related to a 2018 pilot project for an “Artificial Intelligence Solution” in immigration decision-making and assessments, including in Humanitarian and Compassionate applications and Pre-Removal Risk Assessments. These two applications are often used as a last resort by vulnerable people fleeing violence and war to remain in Canada.

The ramifications of using automated decision-making in the immigration and refugee space are far-reaching. Hundreds of thousands of people enter Canada every year through a variety of applications for temporary and permanent status. Many come from war-torn countries seeking protection from violence and persecution. The nuanced and complex nature of many refugee and immigration claims may be lost on these technologies, leading to serious breaches of internationally and domestically protected human rights, in the form of bias, discrimination, privacy breaches, due process and procedural fairness issues, among others. These systems will have life-and-death ramifications for ordinary people, many of whom are fleeing for their lives.

This report first outlines the methodology and scope of analysis and provides a few conceptual building blocks to situate the discussion surrounding automated decision systems. It then surveys some of the current and proposed uses of automated decision-making in Canada’s immigration and refugee system. Next, it provides an overview of the various levels of decision-making across the full lifecycle of the immigration and refugee process to illustrate how these decisions may be affected by new technologies. The report then develops a human rights analysis of the use of automated decision systems from a domestic and international perspective. Without a critical human rights analysis, the use of automated decision-making may result in infringements on a variety of rights, including the rights to equality and non-discrimination; freedom of movement, expression, religion, and association; privacy rights and the rights to life, liberty, and security of the person. These technologies in the immigration and refugee system also raise crucial constitutional and administrative law issues, including matters of procedural fairness and standard of review. Finally, the report documents a number of other systemic policy challenges related to the adoption of these technologies—including those concerning access to justice, public confidence in the legal system, private sector accountability, technical capacity within government, and other global impacts.
The report concludes with a series of specific recommendations for the federal government, the complete and detailed list of which are available at the end of this publication. In summary, they include recommendations that the federal government:

1. Publish a complete and detailed report, to be maintained on an ongoing basis, of all automated decision systems currently in use within Canada's immigration and refugee system, including detailed and specific information about each system.

2. Freeze all efforts to procure, develop, or adopt any new automated decision system technology until existing systems fully comply with a government-wide Standard or Directive governing the responsible use of these technologies.

3. Adopt a binding, government-wide Standard or Directive for the use of automated decision systems, which should apply to all new automated decision systems as well as those currently in use by the federal government.

4. Establish an independent, arms-length body with the power to engage in all aspects of oversight and review of all use of automated decision systems by the federal government.

5. Create a rational, transparent, and public methodology for determining the types of administrative processes and systems which are appropriate for the experimental use of automated decision system technologies, and which are not.

6. Commit to making complete source code for all federal government automated decision systems—regardless of whether they are developed internally or by the private sector—public and open source by default, subject only to limited exceptions for reasons of privacy and national security.

7. Launch a federal Task Force that brings key government stakeholders alongside academia and civil society to better understand the current and prospective impacts of automated decision system technologies on human rights and the public interest more broadly.

Immigration and refugee law is a useful lens through which to examine state practices, particularly in times of greater border control security and screening measures, complex systems of global migration management, the increasingly widespread criminalization of migration, and rising xenophobia. Immigration law operates at the nexus of domestic and international law and draws upon global norms of international human rights and the rule of law. Canada has clear domestic and international legal obligations to respect and protect human rights when it comes to the use of these technologies and it is incumbent upon policy makers, government officials, technologists, engineers, lawyers, civil society, and academia to take a broad and critical look at the very real impacts of these technologies on human lives.
Introduction
Scope of Report

In this report, the term automated decision systems is used to refer to a particular class of technologies that either assist or replace the judgment of human decision-makers. These systems draw from fields like statistics, linguistics, and computer science, and use techniques such as regression, rules-based systems, predictive analytics, machine learning, deep learning, and neural networks, often in combination with one another. Automated decision systems may be used for any number of diverse applications—by both government and the private sector—depending on the ultimate “decision” at issue. For example, technical systems in this class have been used by governments to predict the risk of recidivism in pre-trial detention and sentencing decisions, to automate the identification of unemployment fraud, and to predict “hot spots” for future crime—supplementing or replacing the human judgment of judges, civil servants, and police officers in the process.

The introduction of automated systems can impact both the processes and outcomes associated with decisions that would otherwise be made by administrative tribunals, immigration officers, border agents, legal analysts, and other officials responsible for the administration of Canada’s immigration and refugee system. Automated decision systems are likely to have important human rights implications regardless of whether they operate autonomously and in lieu of a human decision-maker, or whether their outputs are simply one factor considered by a human in rendering a final decision. As a result, this report is concerned with the use of these technologies both in assisting and in replacing the judgment of human decision-makers within Canada’s immigration and refugee system. This analysis therefore includes systems that:

- Classify cases, applications, or individuals for triage (e.g., in terms of risk, priority, or complexity);
- Generate scores, probability assessments, and other indicators for consideration as factors to support a human decision-maker’s reasoning;
- Identify or “flag” certain cases for human review or investigation;
- Provide overall recommendations about whether an application should be approved; or
- Render the complete administrative decision.

---

5 This includes automated systems which which generate “risk scores,” such as those used in bail, parole, and sentancing decisions in the criminal law context. See Julia Angwin, Jeff Larson, Surya Mattu and Lauren Kirchner, “Machine Bias,” ProPublica (23 May 2016) <https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing>; Electronic Privacy Information Center, “Algorithms in the Criminal Justice System” (last updated 2017) <https://epic.org/algorithmic-transparency/crim-justice>.
While the focus of this report is specific to the immigration and refugee law context, the analysis may also serve as a useful contribution to the broader conversation about automated decision systems of this nature.

Immigration and Refugee Law as a High-Risk Laboratory

This report focuses specifically on the deployment of automated decision systems in the context of Canadian immigration and refugee law. This context is particularly important because vulnerable and under-resourced communities such as non-citizens often have access to less robust human rights protections and fewer resources with which to defend those rights. This section reviews a number of factors which make Canadian immigration and refugee law a high-risk laboratory for experiments in automated decision-making.

First, there is a pressing need to develop research and analysis that responds to the Canadian government’s express intention to pursue greater adoption of these technologies. As documented in this report, administrative decision-makers within the Canadian immigration and refugee system are already relying on automated decision systems to some degree and the federal government is beginning to explore their use in new contexts that pose ever-higher risks to human rights and civil liberties. As these systems become increasingly normalized and integrated, it is crucial that choices related to their adoption are made in a transparent, accountable, fair, and rights-respecting manner. There is an urgent need for Canadian academic and civil society engagement on this issue.

The sheer scale of potential impact is another reason for the focus on the immigration and refugee context. In 2017, Immigration, Refugees and Citizenship Canada (IRCC) and the Canada Border Services Agency (CBSA) processed over 50,000 refugee claims. Canada is projecting the admission of 310,000 new permanent residents in 2018 and up to 340,000 new permanent residents annually by 2020. In 2016, there were over 266,000 students holding an international study permit in Canada; the government issued over 10,000 Temporary Resident Permits (TRPs) and extensions; it approved over 1.3 million applications for individuals wanting to visit Canada and over 2.5 million electronic travel authorization (ETA) applications; and it issued over 78,500 work permits under the Temporary Foreign Worker (TFW) Program and over 208,500 work permits under the International Mobility Program (IMP). Cumulatively, these programs involve millions of determinations and decisions every year. They change the course of millions of lives.

Indeed, the potential impact of these systems on individuals’ physical safety, human rights, and livelihoods is far reaching. Bias, error, or system failure can result in irreparable harm to individuals and their families. For individuals navigating Canada’s immigration system, extensive delay, substantial financial cost, interrupted work or studies, detention (often for months or years at a time), prolonged family separation, and

9 Ibid.
10 See for example, The International Human Rights Program at the University of Toronto Faculty of Law, “UN Review Should Urge Canada To Reform Immigration Detention System” (5 October 2017) <https://ihrp.law.utoronto.ca/un-review-should-urge-canada-reform-immigration-detention-system>.
deportation are all possibilities. For refugee claimants, the consequence of a rejected claim on an erroneous basis can result in persecution on the basis of an individual’s “race, religion, nationality, membership in a particular social group, or political opinion.” For persons in need of protection under section 97(1) of the Immigration and Refugee Protection Act, error or bias in determining their application may expose them to the threat of torture, cruel and inhumane treatment or punishment, or a risk to their life.

Despite these risks, immigration and refugee law is an area where safeguards and oversight can be limited. At the level of procedural fairness, an individual’s “right to be heard” and their “right to know the case to meet” may be restricted depending on the nature of the legal issue at stake. For example, they may not be entitled to an in-person interview or a full hearing, and may not receive full disclosure of the information being considered in their case. Even when there is a legal requirement to provide written reasons for a decision, those reasons will rarely be as extensive or detailed as those in a civil or criminal proceeding. Administrative decision-makers are also afforded considerable deference upon judicial review by a court: immigration and refugee cases are generally reviewed on a “reasonableness” rather than a “correctness” standard. As a result, immigration and refugee law sits at an uncomfortable legal nexus: the impact on the rights and interests of individuals is often very significant, even where the degree of deference is high and the procedural safeguards are weak. There is also a serious lack of clarity surrounding how courts will interpret administrative law principles like natural justice, procedural fairness, and standard of review where an automated decision system is concerned.

There are also a number of areas where immigration and refugee law intersects with national security law, such as in the case of pre-removal risk assessments or security certificates. In these cases, the processes and decision-making infrastructure become even more opaque and complex. For instance, despite the Supreme Court of Canada’s rulings in Charkaoui and Harkat, sections 83(1) and 85.4(1) of the Immigration and Refugee Protection Act (IRPA) continue to allow the government to withhold information (including relevant information) from special advocates in security certificate proceedings. Although this problem was introduced in the controversial 2015 national security bill, C-51 (the Anti-terrorism Act 2015), the federal government did not correct it in its 2017 reform bill, C-59. The use of datasets collected by intelligence

---

11 s. 96, Immigration and Refugee Protection Act, S.C. 2001, c. 27.
12 s. 97(1), Immigration and Refugee Protection Act, S.C. 2001, c. 27.
15 Krishnamoorthy v. Canada (Citizenship and Immigration), 2011 FC 1342 at paragraph 32 et seq.
20 ss. 83(1) and 85.4(1), Immigration and Refugee Protection Act, S.C. 2001, c. 27.
agencies like the Canadian Security Intelligence Service (CSIS) and the Communications Security Establishment (CSE) could also become even more problematic once fed into automated decision systems in the immigration and refugee law context, highlighting the intimate relationship between these emerging technologies and “big data” surveillance. International case studies suggest that predictive analytics and artificial intelligence technologies are also increasingly making their way into international affairs, diplomacy, and intelligence.  

There is an international race for strategic leadership in this arena. In 2017, China adopted a development plan that aims to build a domestic industry for artificial intelligence projected to be worth almost $150-billion (U.S.) by the year 2030. In April of 2018, the European Commission called for a €20 billion cash injection of research and development funds toward artificial intelligence. As of July 2018, a researcher had documented the publication of 23 separate national or supranational AI strategies over a 15-month period alone, including ones from “Canada, China, Denmark, the EU Commission, Finland, France, India, Italy, Japan, Mexico, the Nordic-Baltic region, Singapore, South Korea, Sweden, Taiwan, the UAE, and the UK.” The Canadian government was the first among them, setting out a $125-million (CAD) “Pan-Canadian Artificial Intelligence Strategy” with leadership from the Canadian Institute for Advanced Research (CIFAR) that aimed to develop research excellence and enhance Canada’s profile in the field internationally. Ahead of the 2018 G7 meeting, Canada and France announced that they were entering into a new partnership to create an international study group “charged with understanding emerging AI technologies and how to ensure they are beneficial.” This influx of interest and investment has made artificial intelligence and machine learning attractive and well-funded research areas for the public and private sectors alike.

---


28 For example, in response to the demand for interdisciplinary research in this field, New York University has launched the AI Now Institute, a research center dedicated to examining the social implications of artificial intelligence. The Ethics and Governance of Artificial Intelligence Initiative, a hybrid research effort and philanthropic fund led jointly by the Berkman Klein Center at Harvard University and the MIT Media Lab, is another example of academic development in the field. See: “AI Now,” AI Now Institute <https://ainowinstitute.org/>; “The Ethics and Governance of Artificial Intelligence Initiative” <https://aethicsinitiative.org/>; and Christopher Bavitz, “Algorithms and Justice,” Medium (9 July 2018) <https://medium.com/berkman-klein-center/algorithms-and-justice-the-berkman-klein-center-for-internet-society-examines-the-role-of-the-84a3a7d90a>.  

---
Simultaneously, the global experiences of migrants and refugees represents a grave humanitarian crisis. In response to issues like migration, even well-intentioned policymakers are sometimes too eager to see new technologies as a quick solution to what are otherwise tremendously complex and intractable policy issues. Interest in artificial intelligence, machine learning, predictive analytics, and automated decision-making is not immune to this tendency. In this light, critical, empirical, and rights-oriented research should serve not only as an important counterbalance to stopgap responses or technological solutionism, but serve as the central starting point from which to assess whether such technological approaches are appropriate to begin with.

At the same time, Canada’s immigration and refugee system is the source of long-standing human rights concerns—including protracted family separation, long wait times, and indefinite immigration detention—and any skepticism of new initiatives should not be perceived as an endorsement of the status quo. Indeed, as the author Tarleton Gillespie writes, “[W]e sometimes wish for more ‘algorithmic’ interventions when the ones we face are discriminatory, nepotistic, and fraught with error; sometimes procedure is truly democratic.”

The challenge, then, is not how to use new technology to entrench old problems, but instead to better understand how we may use this opportunity to imagine and design systems that are more transparent, equitable, and just.

---

A Note on Terminology

While this report uses the term automated decision-making (or automated decision systems), in practice there is a constellation of overlapping and interrelated terms that refer to various technologies in this field—as well as to their specific applications and use cases.

For example, the terms artificial intelligence (AI), machine learning, and predictive analytics have been used by various Canadian federal departments and agencies in this context. Most recently, they appeared in a 2018 Request for Information (RFI) submitted by Immigration, Refugees and Citizenship Canada (IRCC), Employment and Social Development Canada (ESDC), and the Department of Justice (DOJ) with regard to a proposed “Artificial Intelligence Solution,” as explored in this report. However, this usage is not uniform.

---


across the federal government. In 2018 the Treasury Board of Canada Secretariat (TBCS) began a consultation in order to develop a new draft Standard on the use and adoption of these technologies by federal government institutions. As of August 2018, the preferred term in that draft (now elevated to a draft Directive) was automated decision systems—though earlier versions have also made reference to automated systems, decision support systems, machine learning, and machine intelligence.\(^{31}\)

The 2018 Toronto Declaration—a recent civil society coalition statement on the topic—applies to machine learning systems and references “artificial intelligence more broadly.”\(^{32}\) A set of ethical principles from 2017 called the Montréal Declaration uses the term artificial intelligence almost exclusively, but also refers to non-human, autonomous and intelligent agents, intelligent machines, and artificial agents.\(^{33}\) Like Canada’s TBCS, the European Union’s General Data Protection Regulation (GDPR) uses the term automated decision-making specifically.\(^{34}\) Relatedly, a significant portion of the academic literature uses the language of algorithmic decision-making.\(^{35}\) Where these technologies are used for the specific purpose of conducting legal research or legal analysis, they are also sometimes referred to as legal automation.\(^{36}\) Terms referring to techniques such as predictive analytics,\(^{37}\) algorithmic prediction,\(^{38}\) and automated prediction\(^{39}\) are also closely related. It is important to understand that while technical and disciplinary differences exist between all of these terms, they are often used interchangeably by both government and the popular press. Indeed, these definitional boundaries are regularly contested even by experts.

---


A Few Conceptual Building Blocks

Automated decision systems process information in the form of input data using an algorithm (or algorithms) to generate an output of some kind. At its most basic level, an algorithm is a set of instructions, “a recipe composed in programmable steps,” designed for the purpose of “organizing and acting on a body of data to quickly achieve a desired outcome.”40 Certain algorithms, including those that use techniques like machine learning, are “trained” using a large, existing corpus of data, which allows the algorithm to classify and “generalize beyond the examples in the training set.”41 These systems are generally designed to map an input to an output based on a set of labeled training examples. For example, training data could include a body of case law, a collection of photographs, or a database of statistics—some or all of which have been pre-categorized or labeled based on the designer’s criteria. A system designed to recognize images of cars captured by traffic camera footage can therefore be trained on a body of images labelled as “contains car” (and potentially as “does not contain a car”). As the system is exposed to more data, it may improve its ability to identify cars and reduce its error rate—noting that the potential for error cuts both ways: a system may identify non-cars as cars, just as it may fail to recognize a car when one appears in a given image.

The quality of the training data impacts the quality of the output data. As a recent report from the Canadian company Integrate.ai points out, “[I]n standard practice, machine learning assumes the future will look like the past. When the past is unfair or biased, machine learning will propagate these biases and enhance them through feedback loops.”42 One classic illustration of this principle is the finding that facial recognition software trained predominantly on the faces of white and lighter-skinned people may be less capable of accurately identifying individuals with darker skin tones.43 In other words, the values, assumptions, biases, shortcomings, and blind spots involved in the selection or substantive content of training data—as well as the types of input data deemed “relevant” to an automated system’s decision-making process—will impact both outputs and outcomes.

This issue is exacerbated where the training data is already coloured by human agency (directly or indirectly) and pre-existing bias, or where variables that do not appear discriminatory at face value serve as “proxies” for protected categories.44 In a 2018 Council of Europe study, the authors make this point by highlighting the legal distinction between direct and indirect discrimination. In the first instance, discrimination arises where
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the factors that are considered (whether consciously or not) to make a decision are directly unlawful. For example, an algorithm trained on a company’s historical hiring decisions in order to recommend future job candidates may reproduce patterns of racial or gender bias exhibited by past hiring committees. Indirect discrimination, by contrast, can arise “Where a certain characteristic or factor occurs more frequently in the population groups against whom it is unlawful to discriminate (such as a person with a certain racial or ethnic background living in a certain geographical area; women having fewer pensionable years because of career breaks).”

Automated decision systems, which “may be based on correlation between data sets and efficiency considerations,” can rely on these variables to generate outputs that perpetuate or exacerbate patterns of bias and discrimination. This kind of proxy discrimination can be difficult to correct—or even to detect in the first place. And yet as Gillespie has written, “To call a service or process an algorithm is to lend it a set of associations: mathematical, logical, impartial, consistent.” The very fact that an outcome is the result of an automated process may afford it greater legitimacy, increase the perceived “neutrality” of an outcome, or weaken the accountability of human actors and institutions responsible for adopting the tool in the first place. This report’s analysis challenges this default presumption of greater “objectivity,” noting that all technological choices—about what to count, who counts, and why—have an inherently political dimension.

Indeed, as Bavitz and Hessekiel note, “One of the first questions that computer scientists ask lawyers when considering use of algorithms generally (and, particularly, to facilitate functions of government) is—for what are we optimizing?” And yet in policy circles, this question is sometimes overlooked or taken for granted. In some cases, the answer may be found to some degree in statutory objectives; in other cases, it may be less clear. When evaluating a given automated decision system, it is crucial to understand how “success” is defined in its implementation, and what specific metrics will be used to evaluate that success or failure. The Center for Democracy and Technology provides a useful explanation on this point, with regard to the need to clarify the goals of predictive technologies in particular:

Some algorithms are designed to predict a future outcome. Designing a predictive algorithm involves coming up with a definition of success and choosing target variables that will bring it about. For example, when designing an algorithm that sifts through job applications to recommend hires, success could mean saving money, hiring a diverse group of employees, or any number

46 Ibid.
47 Ibid.
50 Ibid.
of other metrics. The definition of success determines the **target variables**—the thing the algorithm will actually try to predict. If success means saving money, and employee turnover costs money, then a good hire may be defined as one who is likely to stay at the company for a long time (so the target variable would be longevity).

Target variables get further broken down in a process called **feature selection**. This is where programmers decide what specific criteria they will prioritize to sort, score, or rank cases. For example, the qualities that determine whether an employee will stay at a company long-term may include the amount of time a person stayed in his or her previous job.⁵²

Regardless of whether a system is designed to more quickly and efficiently reproduce the status quo or whether its purpose is to dramatically transform policy outcomes, design choices are reflective of normative values.

Finally, the criteria, methodology, or “reasoning” employed by a machine learning system may be very different than that of a human mind engaged in the same exercise (even when they arrive at the same result). When attempting to unpack how and why a given automated decision system yields a certain output, three different barriers to transparency tend to arise. First, automated decision systems used by government are not always developed “in house;” instead, they may be sold to departments and agencies of government by private sector vendors, whether as a product or as a service. As a result, an algorithm’s source code, its training data, or other inputs may be proprietary, and—to the extent that they exists as confidential business asset or intellectual property—can sometimes be shielded from public scrutiny on that basis. Where there is a nexus between immigration or refugee law and matters of national security, both input data and source code are also more likely to be classified. Second, scholars have raised concerns that in some cases, full source code disclosure may not always be desirable, to the extent that revealing how an automated decision system functions can facilitate attempts to “game” or circumvent it.⁵³ Third, as these systems become more sophisticated (and as they begin to learn, iterate, and improve upon themselves in unpredictable or otherwise unintelligible ways), their logic often becomes less intuitive to human onlookers. In these cases, even when all aspects of a system are reviewable and superficially “transparent,” the precise rationale for a given output may remain uninterpretable and unexplainable. As technologist David Weinberger writes, “We are increasingly relying on machines that derive conclusions from models that they themselves have created ... models that ‘think’ about the world differently than we do.”⁵⁴ This means that in some cases there may be no simple way to render an automated decision system or process meaningfully “explainable” to a human observer. Whether the lack of transparency arises as a result of financial interest, circumvention concerns, technical design, or a combination thereof, the result is that some automated systems are essentially black boxes.⁵⁵
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Methodology

This report uses a human rights based approach to examine automated decision systems in the Canadian immigration and refugee context. It outlines some of the ways that these systems must account for existing and emerging human rights, including equality and freedom from discrimination; freedom of association, religion, and expression; mobility rights; the right to privacy; and the rights to life, liberty, and security of the person. It also examines critical constitutional and administrative law issues (including principles of fairness, accountability, transparency) and other systemic policy issues related to the adoption of these technologies.

This report provides an analysis of public statements, records, policies, and drafts provided by the Government of Canada and its various departments, agencies, and ministries. The IHRP and the Citizen Lab have also submitted 27 separate Access to Information (ATI) requests (see Appendix A) to the Government of Canada, including to the CBSA, IRCC, CSIS, Shared Services Canada (SSC), Public Safety and Emergency Preparedness (PSEP), Global Affairs Canada (GAC), Innovation, Science and Economic Development (ISED), and the Royal Canadian Mounted Police (RCMP). The authors continue to await data in response to these requests and intend to publish results in full as they become available.

This report takes an interdisciplinary approach, drawing from literature in law, computer science, and science and technology studies (STS). The analysis also integrates examples from a scan of other jurisdictions, including both promising practices and familiar challenges to Canada’s immigration system and the use of automated decision technologies. Comparison is a fundamental tool of analysis and the comparative case study method is particularly valuable in human rights research, because it allows for broader linkages to be made using carefully obtained data.56

The report’s analysis relies on principles enshrined in international legal instruments that Canada has ratified, such as the International Covenant on Civil and Political Rights,57 the International Convention on the Elimination of All Forms of Racial Discrimination,58 and the Convention relating to the Status of Refugees,59 among others. Where the responsibilities of private sector actors are concerned, the report is informed by the United Nations Guiding Principles on Businesses and Human Rights (the “Protect, Respect and Remedy” Framework).60


Beyond the legal and international human rights community, a number of academic and civil society coalitions have produced guiding principles and declarations on the human rights dimension of these technologies. For example, in 2017 the Forum on the Socially Responsible Development of Artificial Intelligence at the Université de Montréal launched a document entitled “The Montreal Declaration on the Responsible Development of Artificial Intelligence.”61 Similarly, in May of 2018 researchers and advocates launched “The Toronto Declaration,” which focuses on the rights to equality and non-discrimination in machine learning systems.62 The Fairness, Accountability, Transparency [and Ethics] (F.A.T. or F.A.T.E.) framework, which emerged as part of multidisciplinary academic efforts,63 is also increasingly used as a research lens by industry.64 The research community is also continuously iterating on design and evaluation principles in this field, encouraging the use of frameworks like Social Impact Statements65 and Algorithmic Impact Assessments in the public sector’s adoption of algorithm-driven technologies.66 The European Commission for the Efficiency of Justice (CEPEJ) of the Council of Europe has also recently convened a multidisciplinary expert body to “lead the drafting of guidelines for the ethical use of algorithms within justice systems, including predictive justice.”67

This analysis is also supplemented by input from over thirty experts from various fields at a workshop held at the Citizen Lab’s 2018 Summer Institute on June 15th 2018 under the Chatham House Rule.68 The session was convened to discuss the preliminary findings and scope of this report, and to probe future directions and human rights considerations related to the use of automated decision systems in Canada’s immigration and refugee context. Participants included an interdisciplinary cohort of computer scientists, technologists, public servants, immigration and refugee lawyers, technology and human rights advocates, academics, and artists representing regions from Canada and the United States to Hong Kong, South Korea, Australia, and Brazil. Analysis, critique, and commentary from participants has been integrated into our findings throughout this report.


63 See for example, FAT/ML, Fairness, Accountability, and Transparency in Machine Learning (annual academic conference) <https://www.fatml.org/>.


The Canadian Context: What We Know

Public records demonstrate that the Canadian government already makes use of automated decision systems in the immigration and refugee law context, as well as in related areas, such as border and national security screening. However, a number of data points suggest that government interest in, and adoption of, these technologies may be accelerating. Some of these developments are quite encouraging from a human rights perspective; others may contribute to increased risk and concern of human rights violations. This section provides a general overview of what is known about the Canadian government’s current and intended use of automated decision systems, with a particular focus on the immigration and refugee context.

Experimenting with “Predictive Analytics”

Since 2014, IRCC has been in the process of developing a “predictive analytics” system to automate activities currently conducted by immigration officials and to support the evaluation of immigrant and visitor applications.69 The system, as reported, will or can be used “to identify the merits of an immigration application, spot potential red flags for fraud and weigh all these factors to recommend whether an applicant should be accepted or refused.”70 Public statements from the federal government indicate that the proposed development and adoption of this technology emerged in response to an immigration system encumbered by backlogs and delays. The project was initiated in early 2013, but as reported in the Toronto Star in 2017, it is unclear how much progress has been made. In that article, a spokesperson for IRCC highlighted the need for “extensive testing” and “quality assurance” prior to adoption, explaining that IRCC envisions a multi-phased, program-by-program approach.71 A call with a senior IRCC data analyst in June 2018 confirmed that IRCC is already using some form of automated system to “triage” certain applications into two streams, with “simple” cases being processed and “complex” cases being flagged for review.72 The data analyst also confirmed that IRCC had experimented with a pilot program to use automated systems in the Express Entry application stream, which has since been discontinued.73 The IHRP and Citizen Lab have a number of outstanding access to information requests, the results of which are likely to clarify these facts and the rationale for program discontinuance.

It should be noted that “predictive analytics” technology is already used extensively throughout the federal government in other fields and to achieve a range of objectives. For example, documents from 2014 obtained under the Access to Information Act note that the Canada Revenue Agency (CRA) uses predictive analytics to address non-compliance and that it has planned to use the results of these predictive systems to
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experiment with interventions to modify the behaviour of taxpaying enterprises. The same report notes that Employment and Social Development Canada (ESDC), the body responsible for administering employment insurance and benefits, had apparently “greatly improved the effectiveness of its overpayment investigations by using a risk-scoring algorithm.” It also mentioned that the Department of Justice (DOJ) planned to “use predictive models to manage legal risks and allocate resources for legal service delivery.”

A Search for New “Artificial Intelligence Solutions”

In April 2018, an RFI was submitted by IRCC, ESDC, and the DOJ with regard to a proposed “Artificial Intelligence Solution.” An RFI is a preliminary form of procurement document, and allows government to seek input and guidance from industry vendors prior to pursuing a more formal process for the acquisition of private sector technology or services. In this case, the RFI pertained to two separate pilot projects, one of which is between the IRCC and the DOJ. The document specifies that “AI/ML powered solutions leveraging data-driven insights are sought to assist and inform three activities: legal research and development of legal advice/legal risk assessments; prediction of outcomes in litigation; and trend analysis in litigation.” The requesting departments also sought to “explore the possibility of whether or not the AI/ML powered solution(s) could also be used by front-end IRCC administrative decision-makers across the domestic and international networks to aid in their assessment of the merits of an application before decisions are finalized.”

In other words, the proposed technology would be involved in screening cases for strategic legal purposes, as well as potentially for assisting administrative decision-makers in reaching conclusions in the longer-term. The proposed users of the technology include “IRCC Litigation Analysts, DOJ Departmental Legal Services Unit counsel and regional DOJ litigators and paralegals,” who currently conduct legal research and analysis “manually.” The specific functionalities sought include the abilities to:

- “Allow users to conduct detailed research of case law relevant to a particular legal question and factor(s);
- Use historical data to predict the likelihood of a case being successfully litigated;
- Provide an analysis or narrative explaining which factors about a specific case are most relevant for predicting the likelihood of successful litigation; and
- Identify/summarize the relevance of similar cases within the existing case law history.”

---

74 Shared Services Canada, Steering Committee on Big Data, “Diagnostic Report” (8 December 2014), released under the Access to Information Act to Lex Gill (Citizen Lab) at page 8 <https://drive.google.com/file/d/1HpVgzMdf7SPH319iNA2wkkQdWdax7F7/view?usp=sharing>.
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It is notable that the two specific use cases identified in the RFI are Humanitarian and Compassionate (H&C) applications and Pre-Removal Risk Assessments (PRRAs). H&C applications and PRRAs are considered applications “of last resort.” Both are considered highly discretionary and involve very vulnerable individuals.

**Policy Engagement and Standard Setting**

In April 2018, the Treasury Board of Canada Secretariat (TBCS) released a White Paper on “Responsible Artificial Intelligence in the Government of Canada.” The White Paper envisions a broad range of use cases for artificial intelligence technologies in government, from streamlined service delivery to policy design, risk response, and internal government service provision. The document notes that these applications exist on a spectrum—from the routine and formalistic (such as processing payments) to those which are “critical to the fundamental well-being of people, the economy, and the state.” The White Paper commits TBCS to the development of “a tool by which institutions can assess the degree of automation that is appropriate for their program” based on the degree of potential risk to those interests. It also addresses issues of privacy, bias, explainability, and transparency to some degree, setting out a list of seven principles for “responsible” government adoption of artificial intelligence technology. These include an emphasis on democratic governance, auditability, transparency (as balanced against privacy and national security), the need for contingencies and alternatives in case of system failure, diversity in those who design and evaluate AI systems, and the desire to minimize negative consequences to existing workers. They also specifically note that systems deployed on behalf of government “should be trained to reflect .... Canadian and international human rights obligations” and “used to reinforce these values where possible” as well as be “developed in a diverse team that includes individuals capable of assessing the ethical and socioeconomic implications of the system.”

While these principles are reassuring, they remain non-binding and aspirational at present. However, TBSC has also been in the process of a semi-public stakeholder consultation in order to develop a new draft Directive (initially proposed as a Standard) on the use of automated decision systems. The Directive—if adopted—would mandatorily apply to technologies like those sought in the RFI described above, as well as retroactively, to all preexisting automated decision systems used by federal government institutions. It is interesting to
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note that the proposed requirements are extensive—and compared to current practice, they would appear to represent a dramatic change of course.

For example, the Directive would require advance notice to individuals that an automated decision system will be used to render a decision, as well as certain transparency requirements that explain how the decision will be made.\(^{92}\) It also includes proposed requirements for public-by-default source code (alongside a framework for justified non-disclosure),\(^{93}\) high-level principles with regard to testing and monitoring training data for bias,\(^{94}\) clear process for recourse and/or appeal of decisions,\(^{95}\) and annual reporting obligations.\(^{96}\) Importantly, once a decision is rendered, the proposed Directive would require “a meaningful explanation to affected individuals of how and why the decision was made,” commensurate with the degree of impact on the rights or interests of the affected party.\(^{97}\) This requirement would be in some ways similar to provisions concerning automated decision-making under the European Union’s General Data Protection Regulation (GDPR), which require notice and may provide some limited form of a “right to explanation” for decisions rendered by automated systems.\(^{98}\)

The proposed Directive would also require the completion of an Algorithmic Impact Assessment (AIA) prior to adoption (and retroactive assessments for technologies currently in use).\(^{99}\) The inclusion of AIA into this framework is motivated by calls in 2018 from Nesta and the AI Now Institute, two major civil society agencies based in the United Kingdom and the United States respectively.\(^{100}\) Both have suggested that some form of AIA become a requirement for public sector adoption of automated decision system technology, though the particular requirements of such a process remain in development.\(^{101}\) In general, the draft Directive envisions a model where greater safeguards, oversight, and procedural rights are engaged as the potential impact on “the rights or interests of an individual, community, organization, society, or the environment” increases.\(^{102}\) From a human rights perspective, these proposed requirements are promising. However, it should be

\(^{92}\) Ibid at 6.2.1
\(^{93}\) Ibid at 6.2.3, 6.2.4, 6.2.5.
\(^{94}\) Ibid at 6.3.1, 6.3.2.
\(^{95}\) Ibid at 6.4.1.
\(^{96}\) Ibid at 6.5.1, 6.5.2.
\(^{97}\) Ibid at 6.2.2, Appendix C.
\(^{98}\) See Recital 71, Art. 14(2)(g), and Art. 15(1)(h), General Data Protection Regulation (GDPR) (EU) 2016/679 <https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv:OJ.L_.2016.119.01.0001.01.ENG>. The GDPR moreover requires human intervention in automated decisions with legal or “similarly significant” effects on an individual, in Art. 22 (“Automated individual decision-making, including profiling”).
reiterated that as of August 2018, this document remains non-binding and subject to change.

The Intersection of Immigration Law, Public Safety, and National Security

The immigration and refugee law context is closely interconnected with Canada’s national security apparatus. Under the authority of the Canadian Security Intelligence Service Act (CSIS Act), Canada’s intelligence service has expansive powers to enter into arrangements with foreign states and other entities for the purpose of conducting security assessments, to provide advice and information to any minister with regard to security matters or criminal activities, and to conduct investigations in support of government objectives under the Citizenship Act or the Immigration and Refugee Protection Act. For example, CSIS may provide information related to findings of inadmissibility into Canada on the basis of national security, or evidence in security certificate screenings. As a result, the nature of the data collected and analyzed by CSIS—as well as by Canada’s signals intelligence agency, the Communications Security Establishment (CSE)—is likely to eventually play some role in certain immigration-related automated decision systems.

As of this report’s publication, both CSIS and the CSE are currently facing substantial reform in light of Bill C-59 (An Act respecting national security matters), which proposes major changes to the CSIS Act and which would create the Communications Security Establishment Act. In particular, the bill involves complex and problematic amendments related to the collection, use, and disclosure of information about individuals. While C-59 introduces certain much-needed reforms and a new review framework, it also further entrenches the controversial surveillance practices of both CSIS and CSE, including the mass and untargeted “bulk collection” of electronic data. Despite serious concerns from the international human rights law community with regard to this practice, where the subjects of surveillance are non-Canadian persons outside of Canada, no meaningful safeguards to protect their right to privacy exist. This practice of mass data collection is crucial to understanding the risks of algorithmic decision-making in public policy, as it illustrates that the potential sources of “input data” for automated decision systems may be vast, open-ended, and deeply problematic from a human rights perspective. In Canada, immigrants and refugees are both at particular risk of disproportionate surveillance of their electronic communications, and also face more serious potential consequences as a result.

It should be noted that even for Canadians and persons in Canada, the proposed CSE Act would allow near-unlimited collection of “publicly available information” about individuals, which is broadly defined as
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information “that has been published or broadcast for public consumption, is accessible to the public on the global information infrastructure or otherwise is available to the public on request, by subscription or by purchase.” In practice, this may include anything from social media posts, information sold by data brokers, and data obtained through hacks, leaks, and breaches. The sheer scale of information potentially captured by such programs necessitates the use of automated and algorithmic systems for analysis in a manner which will almost inevitably have an impact on the immigration and refugee context.

CSIS and CSE are also not the only government bodies engaged in gathering intelligence or evidence in this manner. In June 2018, the National Energy Board (NEB) posted an RFI for “Security Threat Monitoring Services,” seeking technology which would allow it to monitor publicly available sources related to pipeline projects and energy development. The proposed intelligence gathering tool would offer “real-time capability to algorithmically process vast amounts of traditional media, open source and public social media,” as well as the ability to generate briefing reports and detect risks. Despite these technologies raising important human rights concerns, they are likely to remain of interest to a wide range of government departments and agencies.

There are also open questions about data collection and information sharing between law enforcement and the immigration and refugee system. For example, in 2017, the RCMP faced heavy criticism for engaging in religious and ethnic profiling of migrants near the unofficial border crossing between the United States and Quebec at Roxham Road. Without any clear rationale, and apparently on its own initiative, the RCMP collected questionnaires from over 5,000 asylum seekers, featuring questions clearly coloured by Islamophobic stereotypes. The questionnaire sought information about social values, political beliefs, and religion—including questions related to the individual’s perception of women who do not wear a hijab, their opinions on ISIS and the Taliban, as well as the number of times a day the individual prayed. The questions were directly targeted toward Muslim individuals crossing the border, as no questions were included about
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other religious practices or terrorist groups.\textsuperscript{117} According to RCMP spokesperson, the collected answers were then entered into an RCMP database, which could be shared with CBSA and “other security partners.”\textsuperscript{118} The RCMP claims that the questionnaire ceased to be used following an investigation by the Toronto Star in October 2017 and that 5,438 files have been redacted.\textsuperscript{119} However, concerns remain about the data, including its collection and storage, the extent to which it may have been shared with other agencies or foreign partners, and oversight related to its use. The RCMP questionnaire is part of a larger story about the risk that data fed into technological systems—whether used by administrative bodies, national security agencies, or law enforcement—may be coloured by both implicit and explicit bias.

“This how would you feel if your boss was a woman?”

RCMP QUESTIONNAIRE\textsuperscript{120}

\begin{itemize}
\item[30.] Do you have any limitations to travelling? Canada about the events that are taking place in your country?
\item[31.] Le Canada est un pays très libre qui est à l’origine de la pratique religieuse et de l’égalité entre les hommes et les femmes. Quelle est votre opinion sur ce sujet? Comment vous sentez-vous si votre parent était une femme?
\item C’est pour ces raisons que nous avons répondu aux femmes qui ne portent pas le hijab (couvre la tête), hijaab (couvre le visage), rniqab (couvre la tête, la figure et le corps), burqa (couvre tout le corps, incluant les yeux)?
\end{itemize}

Member / Member:

Reg / Reg #: 

Date:

Signature du détenus / Member’s signature
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This pattern of rights-violating data collection also applies in the border security context, where large and secretive databases are used to profile and identify individuals for secondary screening, questioning, detention, refusal, and arrest at ports of entry. CBSA has direct access to some law enforcement databases.\textsuperscript{121}

\textsuperscript{117} Ibid.


\textsuperscript{120} For full questionnaire, see Appendix B of this report.

\textsuperscript{121} See e.g., Martin-Ivie v. Canada (Attorney General), 2013 FC 772 at paragraph 25:

“The [Border Security Officers] in secondary have access to a number of databases:

a. ICES, a CBSA database that, amongst other things, contains information about Canadians who have come into contact with CBSA or individuals who might seek to enter the country and might pose a risk;

b. Field Operations Support System [FOSS], Citizenship and Immigration Canada [CIC] and CBSA’s shared database, which contains millions of records about all CBSA and CIC contacts with non-Canadian citizens;

c. Canadian Police Information Center [CPIC], the database used by Canadian law enforcement agencies; and
including access to the Canadian Police Information Centre (CPIC) database, which contains sensitive health information, including suicide attempts and apprehension warrants under the Mental Health Act.122

There have also been long-standing civil liberties concerns with the Canadian Passenger Protect program (i.e., the “no-fly list”)—from issues with false positives and other errors, to the listing of children, to weak or entirely non-existent mechanisms for redress.123 In June 2018, a Canadian journalist writing for The Guardian, citing documents obtained through an ATI request, revealed that Canada also adheres to a second list called Tuscan (Tipoff US/Canada), a secret database which essentially functions “as a second, unofficial no-fly list” maintained entirely by the United States and not bound by Canadian rules or safeguards.124 The CBSA also uses a Scenario Based Targeting (SBT) system to identify potential security threats, using algorithms to process large volumes of personal information (such as age, gender, nationality, and travel routes) to profile individuals.125 The system assesses travelers for “predictive risk factors” in areas that include “immigration fraud, organized and transnational crime, smuggling of contraband, and terrorism and terrorism-related crimes.”126 A 2017 report from the Office of the Privacy Commissioner indicated that while some safeguards had been put in place to limit the threat that SBT posed to privacy rights and civil liberties, various gaps remained.127

Notably, in July of 2017, the Court of Justice of the European Union (CJEU) held in an opinion that the proposed EU-Canada Passenger Name Records (PNR) data sharing agreement was incompatible with fundamental rights recognised by the EU and could not be signed.128 The CJEU opinion highlighted that the Canadian system for risk assessments of EU travellers operated in “a systematic and automated manner, and with a “significant” margin of error exposing a large number of individuals who posed no risk to ongoing scrutiny by CBSA and other agencies.129 The opinion emphasized that algorithmic systems and risk
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assessments technology must be “applied in a non-discriminatory manner,”\textsuperscript{130} and that final decisions “are based ‘solely and decisively’ on individualized human-based assessment.” Negotiations between Canada and the EU related to the agreement (which is not yet in effect) remain ongoing.\textsuperscript{131}

The Canadian government is also investing in new border security and identification efforts, many of which have been criticized by immigration lawyers and civil liberties advocates alike. They include an expansion of efforts to collect fingerprints of foreign nationals\textsuperscript{132} and a move toward developing a “Known Traveller Digital Identity concept” to facilitate “pre-vetting risk assessment and security procedures,” for example, by allowing “for risk-based immigration lanes.”\textsuperscript{133} In July 2018, it was also revealed that CBSA has employed the use of private third-party DNA ancestry services such as Familytreedna.com and Ancestry.com to establish the nationality of individuals subject to potential deportation.\textsuperscript{134} These measures raise concerns not only because of the coercive nature of the privacy invasion, but also because one’s DNA is clearly not determinative of (and indeed, often entirely unrelated to) nationality.

\textsuperscript{130} Ibid.


Canada’s Immigration System: A Taxonomy

Canada’s immigration system falls under the rubric of administrative law and is federally regulated by the Ministry of Immigration, Refugees and Citizenship Canada (IRCC). It is governed by the Immigration and Refugee Protection Act (IRPA),\footnote{Immigration and Refugee Protection Act (IRPA), SC 2001, c. 27, 1 November 2001, available at: <http://www.refworld.org/docid/4f0dc8f12.html>}, the Immigration and Refugee Protection Regulations (IRPR),\footnote{Immigration and Refugee Protection Regulations, 11 June 2002, SOR/2002-227, available at: http://www.refworld.org/docid/4f0efde32.html} and internal operational manuals for its various subsidiary branches. All initial immigration decisions are made by either an administrative tribunal such as the Immigration and Refugee Board or individual immigration officers employed by Immigration, Refugees and Citizenship Canada, or by the enforcement arm of the immigration system, the Canadian Border Services Agency (CBSA). These decisions are then reviewable either by an appeals body such as the Refugee Appeal Division and/or by the Federal Court of Canada and the Federal Court of Appeal, before moving up to the Supreme Court of Canada.

At every stage of a person’s immigration proceedings, many decisions are made regarding their application. The following taxonomy situates the reader in the centre of the narrative and traces a person’s journey through the Canadian immigration system to highlight the multiple instances in which automated decision-making could be introduced to augment or replace the decision-making of human officers, highlighting the potential pitfalls and human rights risks. This analysis offers a few questions about the potential use of automated decision systems in each context—but they are by no means exhaustive. This section is written with immigrants and refugees applying to enter Canada in mind, as they are most directly impacted by these systems. For those who are not immigrants or refugees, the hope is that reading from this perspective will prompt more internalized reflections on the far-reaching impacts of algorithmic decision-making in the immigration and refugee context.

HOW COULD YOU BE AFFECTED IF AN AUTOMATED SYSTEM DECIDED YOUR IMMIGRATION APPLICATION?

“Is your marriage ‘genuine’?”

“Is this really your child?”

“Are you a ‘risk’?”

“What happens to your data?”
Pre-Arrival

Before you set foot on Canadian soil, there are multiple ways that automated decision-making could impact your application. This decision-making in the numerous immigration and temporary visa streams, temporary foreign worker programs, and family sponsorship schemes all present the possibility of rights violations and prejudicial impacts.

The Government has been employing automated decision systems in the Express Entry Comprehensive Ranking System for prospective applicants. However, it is not clear how exactly these automated systems
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Canada Runs Many Immigration and Temporary Visa Streams

Immigration:
- Express Entry Program
- Startup Visa Program
- Self-Employed Person in Cultural or Athletic Activities or at a Farm Program
- Provincial Nominees Program
- Atlantic Immigration Pilot program
- Immigrant Investor Program
- Quebec Skilled Workers Program

Visas:
- Tourist Visas, Work Visas, International Student Visas

Temporary Foreign Worker Programs
Family Sponsorship Programs
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are used, or what criteria they are evaluating. For example, an algorithm could be optimized to determine any of the following, or for any other unknown objective:

- Completeness of your application;
- Likelihood or risk that your application is fraudulent;
- Probability that your marriage is “genuine”; or
- Probability that your child is biologically or legally yours.

The government is also planning on using algorithms to screen for “risk” and “fraud.” This screening may pertain to admissibility proceedings, which is a parallel decision-making process under section 33 of the IRPA to determine whether or not you can be admitted to Canada in the first place.

You can be found to be inadmissible into Canada for:

- Section 34(1): Ground of National Security (espionage, subversion of government, terrorism, among others)
- Section 35(1): International Human Rights Violations
- Section 36(1): Serious Criminality
- Section 38: Medical Inadmissibility
- Section 39: Financial Inadmissibility
- Section 40: Misrepresentation

---

Potential Impacts and Risks of Automated Decision Systems:

- What criteria will be used to define and assess “fraud” or “misrepresentation”?
- What type of data or evidence will be harvested and fed into the automated system?
- Who will have access to this information, and how will it be shared with other departments?
- What does the government consider an “acceptable” margin of error for these systems?
- What will be the grounds of appeal or redress if an automated system makes or supports an inadmissibility finding against you?

---

Once you arrive at the Canadian border, you have access to certain applications for temporary or permanent status. For example, you can declare that you intend to file for refugee or protected persons status, under sections 96 and 97 of the IRPA. However, at the border, you are generally under the jurisdiction of the Canadian Border Services Agency (CBSA), which operates as the enforcement branch of IRCC. CBSA can assess whether you pose a threat to national security, and has the power to deny you entry into the country or hold you in detention. CBSA can also find you inadmissible and deport you from Canada.

Potential Impacts and Risks of Automated Decision Systems:

- Will an automated system screen you as a high risk traveler? A risk to national security?
- Will an automated system have the power to preselect or recommend you for secondary screening, detention and questioning?
- On what grounds can an automated system make these determinations?
- Will this data be shared with law enforcement or intelligence agencies?
- Will this data be shared with your country of origin or another country?
- What can you do to challenge the decision of an automated system, or a decision made with the support of an automated system, to detain you or deny you entry into Canada?
- Will this decision by an automated system bar you from being able to enter Canada in the future?
You are now in Canada. You can apply for refugee protection in-land under section 96 and 97 of the IRPA. You can extend your temporary work permit or visa and eventually file for permanent residence and citizenship. You can file a Humanitarian and Compassionate application (H&C) for permanent residence under section 25 of the IRPA, a discretionary application for status often used as a last resort to stay in Canada. You can also apply for a Pre-Removal Risk Assessment (PRRA) to assess the risk you will face if you are removed from Canada.

The government is seeking to introduce algorithms to help determine “risk” and “fraud” in refugee status applications. However, it is not clear what these terms mean and what exactly an algorithm is supposed to be looking for during the application process for protection and permanent residence.

Potential Impacts and Risks of Automated Decision Systems:

- Will an automated system decide that your refugee claim is likely to fail?
- Will an automated decision system flag your file as potentially fraudulent?
- How could this predetermination prejudice your claim for protection?
- In H&C and PRRA applications, will an automated system weigh the evidence for and against you? What evidence would that be?
- How will an automated decision system contribute to making determinations on what are meant to be “compassionate” grounds?
Leaving Canada

If your temporary status has come to an end, if you were not successful in your application for refugee status or protection, or if you were found to have engaged in serious criminal conduct, the government can start proceedings to remove you from Canada.

During deportation proceedings, CBSA may collect data which could be shared with other departments and may prevent you from being able to enter Canada in the future. This data could also be shared with your country of origin, putting you in danger with your government if you are escaping persecution.

The Ministry of Public Safety and Emergency Preparedness can also invoke a rare provision in the IRPA and issue a security certificate against you (sections 33 and 77 to 85 of IRPA), to remove you from Canada on grounds of national security. Some of the information pertaining to these proceedings may not be disclosed to you, an issue that remains constitutionally ambiguous (and which has been subject of significant concern from the Supreme Court).

---
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International Human Rights and Charter Impacts

International law is a body of rules and norms recognized as binding by nations who have signed onto treaties and conventions. The foundational document of modern international human rights law is the Universal Declaration of Human Rights (UDHR), adopted by the United Nations in 1948. The UDHR is not a treaty and therefore is not binding on states. However, it spurred the creation of a number of international instruments which are binding on nations who have ratified them. These treaties are supplemented by regional instruments which also enshrine human rights.

**CANADA HAS RATIFIED:**

International Covenant on Economic, Social and Cultural Rights
International Covenant on Civil and Political Rights
International Convention on the Elimination of All Forms of Racial Discrimination
Convention on the Elimination of All Forms of Discrimination Against Women
Convention on the Rights of Persons with Disabilities
Convention against Torture and Other Cruel, Inhuman or Degrading Treatment or Punishment
Convention on the Rights of the Child
Convention Relating to the Status of Refugees and Protocol Relating to the Status of Refugees

**OTHER RELEVANT INTERNATIONAL INSTRUMENTS:**

American Declaration of the Rights and Duties of Man
Universal Declaration of Human Rights
UNHCR Guidelines on International Protection of Refugees
UN Declaration on the Elimination of All Forms of Intolerance and of Discrimination Based on Religion or Belief.

+ The Canadian Charter of Rights and Freedoms

**DOMESTIC INSTRUMENTS:**

Canadian Charter of Rights and Freedoms
Immigration and Refugee Protection Act
Provincial Human Rights Acts

---

Equality Rights and Freedom from Discrimination

Equality rights and freedom from discrimination are widely protected under various international legal instruments that Canada has ratified: the *International Covenant on Economic, Social and Cultural Rights* (ICESCR), the *International Covenant on Civil and Political Rights* (ICCPR), the *International Convention on the Elimination of All Forms of Racial Discrimination* (ICERD), the *Convention on the Elimination of All Forms of Discrimination Against Women* (CEDAW), the *Convention on the Rights of Persons with Disabilities* (CRPD), the *Convention on the Rights of the Child* (CRC), and the *Convention Relating to the Status of Refugees*, with its accompanying Protocol. Canada has also adopted the Inter-American Commission on Human Rights’ *American Declaration of the Rights and Duties of Man* (the ‘Bogota Declaration’) and the *Universal Declaration of Human Rights*. The United High Commissioner for Refugees (UNHCR) has also issued guidelines specific to countering discrimination against refugees. Regional initiatives such as the May 2018 “Toronto Declaration” focus on the rights to equality and non-discrimination in machine learning systems specifically. In Canada, section 15 of the Charter enshrines equality rights and freedom from discrimination. All provinces and territories also have their own anti-discrimination legislation.

---


150 Inter-American Commission on Human Rights (IACHR), American Declaration of the Rights and Duties of Man, 2 May 1948, adopted by Canada in 1948.


“Algorithms of Oppression” and Automated Decision Systems

An ever-increasing amount of responsibility and processes are being delegated by governments to automated systems, often under the guise of neutrality and scientific accuracy. However, these systems are by no means neutral. Algorithms are vulnerable to the same decision-making concerns that plague human decision-makers: transparency, accountability, discrimination, bias, and error. Biases of the individual(s) designing an automated system or selecting the data that trains it, or shortcomings of the input data itself, can be compounded to create discriminatory outcomes that not only reproduce, but even sometimes magnify patterns of discrimination. This can reflect the designer’s individual prejudices or pre-existing societal biases, but may also embody values that system designers did not intend. Depending on how an algorithm is designed to differentiate and sort data, it may result in indirect discrimination or negative feedback loops that reinforce and exacerbate existing inequalities.

Current uses of AI and ML technology already have a problematic track record with regard to discrimination. Something as seemingly innocuous as a simple Google search may yield discriminatory ads targeted on the basis of racially-associated personal names, or systematically display lower paying job opportunities to women. Machines are also learning how to perpetuate stereotypes based on appearance, such as photo recognition software that reproduces gender stereotypes (e.g., by associating “woman” with “kitchen”) or software that purports to discern sexual orientation from photos. Auto-complete search forms perpetuate


racial biases based on stereotypical appearance markers,\textsuperscript{166} while online app stores associate popular dating apps for gay men with sex offender registry lists.\textsuperscript{167}

There are also significant threats to individuals’ other rights and liberties. Even where protected identity markers and classes of information are removed from a given dataset, discriminatory outcomes can nonetheless arise.\textsuperscript{168} For example, the push towards the use of “predictive policing” technologies to forecast where crime is likely to occur may link racialized communities with a higher likelihood of presumed future criminality. The use of apparently “neutral” factors such as postal code may in practice serve as a proxy for race, exacerbating racial biases, affording false legitimacy to patterns of racial profiling, and undermining the presumption of innocence in the criminal justice system.\textsuperscript{169} The Correctional Offender Management Profiling for Alternative Sanctions (“COMPAS”), an algorithm used in some United States courts to assess the risk of recidivism when making decisions relating to pre-trial detention, has come under fire for its discriminatory impact. While the algorithm was defended on the basis that it was not mathematically biased, the end result of its adoption was that individuals from racialized and vulnerable communities were falsely recommended for custodial pre-sentences at a much higher rate than white offenders.\textsuperscript{170} The Wisconsin Supreme Court in State v Loomis\textsuperscript{171} also found that while use of COMPAS does not inherently violate procedural rights, its findings must not be determinative.

\textsuperscript{166} Paul Baker, and Amanda Potts (2013) “‘Why do white people have thin lips?’ Google and the perpetuation of stereotypes via auto-complete search forms” Critical Discourse Studies 10:2 <https://www.tandfonline.com/doi/abs/10.1080/17405904.2012.744320>


Algorithmic Bias and Discrimination in Immigration Decisions

The opaque nature of immigration and refugee decision-making creates an environment ripe for algorithmic discrimination. Decisions in this system—from whether a refugee’s life story is “truthful” to whether a prospective immigrant’s marriage is “genuine”—are highly discretionary, and often hinge on an individual officer’s assessment of credibility. To the extent that these technologies will be used to assess “red flags,” “risk,” and “fraud,” they also raise definitional issues, as it remains unclear what the parameters of these markers will be. In a 2017 email to the Toronto Star, an IRCC spokesperson wrote that “Predictive analytics models are built by analyzing thousands of past applications and their outcomes. This allows the computer to ‘learn’ by detecting patterns in the data, in a manner analogous to how officers learn through the experience of processing applications.”

Given the already limited safeguards and procedural justice protections in immigration and refugee decisions, the use of discriminatory and biased algorithms have profound ramifications on a person’s safety, life, liberty, security, and mobility.

However, this does not respond to the concern that existing biases may colour the data used to teach the automated system, nor does it solve issues arising from using past decisions as a training basis for future cases. For example, section 109.1 of the IRPA, which determines which countries should be placed on the Designated Countries of Origin (DCO) list, already contains a crude predictive algorithm to assess whether a country is “safe” based on past grant rates of refugee status. The overarching provision includes “countries that do not normally produce refugees and respect human rights and offer state protection.” The DCO list has been widely criticized as discriminatory and based on an incomplete definition of “safety” which does not take into consideration intersecting vulnerabilities and identities which may render a country unsafe for certain groups, such as women fleeing domestic violence or members of the LGBTQ+ community. In 2015,


the Federal Court of Canada also found that denying refugee claimants from DCOs the right of appeal was unconstitutional. Given the already limited safeguards and procedural justice protections in immigration and refugee decisions, the use of discriminatory and biased algorithms have profound ramifications on a person’s safety, life, liberty, security, and mobility.

The complexity of human migration is not easily reducible to an algorithm and there is no external metric for accuracy with respect to refugee and status determinations.

‘Extreme Vetting’ or Extreme Bias?

The United States offers a stark example of how algorithms can be used to discriminate in immigration decision-making. In 2017, Immigration and Customs Enforcement (ICE) unveiled plans to create “Extreme Vetting Initiatives” to predict the potential criminality of those who enter the country. This software is meant to “[automate], [centralize], and [streamline] the manual vetting process,” automatically determine the probability that an applicant would be a “positively contributing member of society” and to national interests, and predict whether they intend to commit criminal or terrorist acts after entering the country. These criteria are taken directly from the Trump Administration’s January 2017 Executive Order (the first so-called “Muslim ban”), barring travel from seven predominantly Muslim countries into the United States.

The proposed Extreme Vetting Initiatives are comparable to predictive policing software already widely in use in the United States, in which algorithms determine an individual’s propensity to commit a crime, or whether a crime is likely to occur in a specific area, based on past trends and data. Critiques of predictive policing assert that it is unfair and inefficient because it depends on past data about previously reported crimes and not the amount of current crimes, and because it conflates reported crime rates with actual crime rates, as

---
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various factors influence which crimes are reported. Automated systems that incorporate and use these statistics also may not account for inaccuracies found within them, creating a self-fulfilling feedback loop. Civil rights organizations, such as the American Civil Liberties Union and the National Association for the Advancement of Colored People (NAACP), argue that these results are often racially-biased. Despite these controversies, predictive software is now used by least 20 of the 50 largest police departments in the United States.

The Extreme Vetting Initiative’s databases can contain biased information, including instances where the FBI opened a file on a man who was deemed suspicious because he seemed like he “practiced Islam and was looking at his computer” or a known photographer who was placed on a federal terrorist database and interrogated “because he was taking pictures of public art.” The heavy monitoring and use of social media sites is also contentious, as the information can often be misleading to a non-human analyst. Like with predictive policing, the system risks hiding biased, politicized, and discriminatory decision-making behind the “scientific objectivity” of algorithms and machine learning. Furthermore, once applicants or visa holders know they are being monitored, a chilling effect could occur on their freedom of speech, forcing them to censor themselves online to avoid attracting scrutiny, as well curtail their freedom of association and religion by limiting their time in places of worship.

In May 2018, ICE stated that due to pushback, they were dropping their plan to monitor the social media activity of visa applicants within the Extreme Vetting Initiative. Likewise, ICE has conceded that no software currently exists that can make these predictions, and that this software would make predictions capable of violating civil and human rights and introduce discriminatory and arbitrary criteria into the immigration vetting process. Instead, ICE now emphasizes human oversight of the vetting process and are funding the training of visa screeners and the hiring of analysts to expand vetting procedures using current technological capabilities. However, concerns remain that ICE continues to use discriminatory criteria from the Executive Order in manually screening applicants. In June 2018, ICE was also heavily criticized for its use of a “risk
classification system” that recommended the detention of migrants in every case to comply with the hardline policies of the Trump administration on the US-Mexico border.196

The United States is not alone in the use of these vetting initiatives. While the EU champions stronger rights protections when governments use predictive analysis, a 2017 directive also authorized the use of predictive policing mechanisms in order to combat terrorism.197 The directive followed a voluntary code of conduct that was signed by major IT companies such as Microsoft, Youtube, and Twitter in 2015 that obliged companies to review and flag content that constitutes hate speech and incitement of violence.198 The predictive policing data is monitored and used by the the European Union Agency for Law Enforcement Cooperation (Europol), a law enforcement agency of the EU, to conduct real-time data correlations.199 This type of monitoring is still permitted under the new GDPR so long as it continues to fit in the clear exemption for foreign and security matters as defined in article 2.2(d), and clause 16 of the preamble.200

Using biometric recognition software in immigration decisions also presents an opportunity to entrench discrimination by flagging certain features as high risk or as worthy of further scrutiny. For example, Australia is also exploring the uses of biometrics and facial recognition both in airports and within passenger databases.201 Airport passengers would be processed by biometric recognition of their faces, irises, and/or fingerprints instead of showing their passports.202 The Australian government has also begun enacting legislation designed to implement and normalize the use of facial biometric data for surveillance purposes in law enforcement and national security.203 In late May 2018, the Human Rights Law Center made a submission to the enquiry into Australia’s proposed national facial recognition regime, specifically stating the country’s legal system was not yet able to handle it responsibly, and noting that the technology itself was not reliable.204
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As these examples highlight, Canada's push towards the use of new technologies must accord with basic principles of equality, otherwise it risks entrenching direct and indirect discrimination with far-reaching impacts on people's lives.

**Freedom of Association, Religion, and Expression**

Discriminatory practices entrenched in the use of machine learning in immigration decisions can also affect individuals' freedom of association, religion, and expression.

Freedom of association is broadly interpreted in international law and includes the right to peaceful assembly and association with others. It is enshrined in Article 22 of the ICCPR. It is protected by section 2(c) of the Canadian Charter. In order for association to be considered free, it must not be impeded by government interference. However, the risk of being linked with certain groups that are more likely to be incorrectly flagged by an automated system in Canada's immigration system for further screening or as “high risk” may create a chilling effect on people's willingness to freely associate with others. This will be particularly acute in the digital space if online records of behaviour may be used to inform the systems that will decide individuals’ status and ability to enter and remain in Canada.

Similar chilling effects may occur on people's ability to exercise their freedom of expression, another fundamental human right. Article 19 of ICCPR protect people's right to hold opinions without interference, as well as the freedom to seek and receive information and ideas of all kinds, including oral, written, print, through art, and any other media, including digital. Freedom of expression is also one of the fundamental rights protected by Article 18 of the Canadian Charter, a right integral to a free and democratic society.

Speaking freely on topics that may be flagged by an algorithm may result in people not exercising their freedom of expression and engage in self-censorship for fear of being associated with unwelcome groups.

Freedom of religion may also be impacted when algorithms augment or replace decisions in Canada's immigration and refugee system. Freedom of thought, conscience, and religion is widely protected in international law, particularly by Article 18 of the ICCPR and the specialised UN High Commissioner for Human Rights Declaration on the Elimination of All Forms of Intolerance and of Discrimination Based on...
Religion or Belief, as well as section 2(a) of the Charter. These rights include the ability to worship alone or in a community with others, as well as the ability to manifest religious practices through worship, observance, practice, or teaching. If state practices, such as the use of algorithms to flag certain cases, are discriminating against certain groups, such as Muslims, they are limiting the ability of individuals and communities to freely associate and practice their religion or beliefs. The exercise of these fundamental human rights cannot be impeded by technological innovation that disproportionately targets certain groups over others.

Freedom of Movement and Mobility Rights

Automated decision systems used in the immigration and refugee context can impact people’s ability to exercise their freedom of movement, right to travel, and mobility rights. These rights are enshrined in Article 12 of the ICCPR, as well as the Refugee Convention and section 6 of the Charter, and Article 10(2) of the CRC, which proscribes family separation. They include the ability to enter and leave a country, as well as an individual’s decision where to reside and work within the country.

If automated systems generate opaque triage systems or flag certain cases for early deportation, these decisions can prevent individuals from obtaining a valid visa to remain in a country, or exercise their rights of appeal if they have received a negative decision on their previous immigration and refugee applications. For example, in 2017, Immigration New Zealand began employing a system which uses the age, gender, and ethnicity of migrants to identify “likely troublemakers.” This data-based racial profiling aims to identify groups that are most prone to generating high hospital costs or are most likely to commit crime, so that the agency can move faster to deport applicants rather than allow them to re-apply for visas. Civil society groups have argued that the use of such identifiers in determining access to resources or opportunity is a breach of the New Zealand Human Rights Act, and asserted that the program is reductive and discriminatory, based on automated profiling rather than relevant and contextualized facts about the applicant’s background. Immigration New Zealand claimed the program was only a pilot project that had been operating for 18 months and did not involve racial profiling but instead considered a larger range of data.
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Discriminatory and decontextualized use of predictive data can exacerbate social division and future outcomes for newly arrived populations. More data is not always better, particularly in the highly complex and sensitive area of refugee resettlement.

Some countries, particularly in the Persian Gulf, also require an exit visa before an individual is allowed to leave. Countries such as Saudi Arabia and the United Arab Emirates require such visas under the *kafala* system, particularly for foreign workers, to secure clearance that all obligations to an employer have been fulfilled before the worker is allowed to leave. An exit visa can be withheld, sometimes indefinitely, if there are any pending charges or penalties. The system has been widely criticized for being discriminatory and exploitative for tying foreign workers to their employers, with wide ranging protests in Beirut, Lebanon in the summer of 2018. Using algorithms to determine and justify who should or should not be granted an exit visa could contravene basic freedom of movement and mobility rights.

However, machine learning and predictive analysis may also have positive effects in predicting the movement of large scale populations in ongoing conflicts which produce large numbers of refugees. For example, allowing neighbouring countries to prepare services and muster resources could aid in integration and social cohesion efforts, and increase the ability of the international community to provide effective and efficient humanitarian assistance and long-term resettlement of refugees. Currently, Stanford’s Immigration Policy Lab is using an algorithm to analyze historical data of refugee resettlement in the United States and Switzerland. Their algorithm can predict where certain refugees are more likely to be successful based on a combination of individual characteristics such as education, background skills, and knowledge of English. The Lab found that if the algorithm had selected the resettlement locations for refugees, the average employment rate would have been about 41% and 73% higher than their current rates in the United States and Switzerland, respectively. However, this use of automated systems can also reinforce and exacerbate inequalities by placing those individuals with the least prospect of success into under-resourced areas, perpetuating cycles of poverty and potentially justifying negative attitudes towards refugee integration. Discriminatory and decontextualized use of predictive data can exacerbate social division and future outcomes for newly arrived populations.
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populations. More data is not always better, particularly in the highly complex and sensitive area of refugee resettlement.

Privacy Rights and Data Protection

Privacy is not simply a consumer or property interest: it is a human right, rooted in foundational democratic principles of dignity and autonomy. The right to privacy is recognized internationally under Article 17 of the ICCPR. Recently, the United Nations has also explicitly recognized the impact of digital technologies on the right to privacy. In 2013 and 2014, the High Commissioner for Human Rights issued statements on the risk surveillance poses to individuals’ rights, particularly privacy and freedom of expression and association. The General Assembly also adopted Resolution 68/167, which expressed concerns regarding the potential negative impacts that surveillance may have on international human rights. With the adoption of this Resolution, the General Assembly also requested that the High Commissioner for Human Rights prepare a report on the right to privacy in the digital age, and Canada was one of the states which shared information about its own policies. In 2015, the Human Rights Council adopted Resolution 28/16, which saw the appointment of a Special Rapporteur on the right to privacy. In 2016, the United Nations Committee on Social, Humanitarian and Cultural Issues adopted a new resolution on the right to privacy in the digital age, which recognizes the importance of respecting pre-existing international commitments regarding privacy rights and calls on states to develop appropriate remedies. It emphasizes that states must address legitimate concerns regarding their national security in a manner that is consistent with these obligations and that personal data is increasingly susceptible to being sold without the individuals’ consent or knowledge. The resolution also highlights the increased vulnerability of women, children, and marginalized communities


PRIVACY RIGHTS AND DATA PROTECTION

to these privacy right violations, and links the right to privacy with other human rights such as freedom of expression.230

Under the Canadian Charter, privacy is primarily safeguarded under section 8: the right to be free from unreasonable search and seizure.231 The right to privacy is also intimately connected to freedom of expression, opinion, and belief, enshrined in section 2(b) of the Charter: a lack of privacy or the perception that one is being watched has a chilling effect on freedom of speech (a phenomenon which may be more acute for voices which are already marginalized or vulnerable).232 Privacy also safeguards the “liberty” and “security of the person” interests protected under section 7. In an era of mass digital communication (and mass digital surveillance), the right to privacy has taken on a far-reaching new importance.233 In addition to the Charter, certain Canadian privacy and data protection statutes (i.e., the Privacy Act) are now recognized as having a quasi-constitutional dimension.234

Automated decision systems have the potential to impact privacy rights in a number of different ways. First, these technologies almost inherently require the mass accumulation of data for the purpose of both training and analysis. This data must be collected in a manner which is lawful and should only be done where its collection is both necessary and proportionate.235 As discussed earlier in this report, when national security databases and other infrastructures of surveillance interface with automated decision systems, serious human rights concerns may arise. In some cases, these sources of information will have been collected in a legally problematic manner, and may not be subject to the same legal frameworks as other data collected by government. Electronic surveillance practices also disproportionately target, and have disproportionate consequences for, marginalized and vulnerable groups. For example, in the EU, metadata associated with refugees’ mobile phones is being used to track and deport them.236 Individuals who choose not to participate in activities such as the use of digital devices or social media—whether due to privacy concerns or simply as a matter of preference—may also be subject to prejudicial inferences.237

Machine learning and artificial intelligence technologies can be used to identify patterns that human analysts would otherwise not recognize. Yet those patterns and correlations may reveal intimate information about individuals, networks, and communities—some of which may be proxies for grounds protected by law, such as race or gender. It is therefore essential to note that individuals may not only have a privacy interest in training
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data or inputs to an automated decision system, but also in its findings, judgments, and outputs. Automated
decision systems may also impact the rights protected under section 8 of the Charter where outputs of
those systems form the basis of “reasonable suspicion” or “reasonable belief” in order to justify a search or
other privacy intrusion. As the Supreme Court wrote in R v. Chehil, “The elements considered as part of the
reasonable suspicion analysis must respect Charter principles. The factors considered must relate to the
actions of the subject of an investigation, and not his or her immutable characteristics.”

In most circumstances, when government decision systems use personal information, they must comply with
the Privacy Act (and private sector vendors contracting with government will also need to comply with its
private sector counterpart, the Personal Information Protection and Electronic Documents Act). The adoption
of automated decision systems will also require substantial updates to Privacy Impact Assessments required
by the federal government in virtually all circumstances where a program or service raises privacy issues.

Beyond seeking to protect the confidentiality of personal information, the Privacy Act also includes other data
protection obligations, including both the limitation that data collected needs to be linked to its objective,
as well as obligations relating to accuracy. The accuracy obligation may have implications both for the
quality of input data (for example, the Office of the Privacy Commissioner has raised concerns about the use
of social media information by CBSA in its SBT operations due to “questionable accuracy and reliability”) as
well as implications for the accuracy of algorithmic technologies themselves. For example, while the 2018
Supreme Court decision Ewert v. Canada (AG) concerns the interpretation of section 24(1) of the Corrections
and Conditional Release Act, the provision in question closely resembles the obligation in section 6(2) of
the Privacy Act, which prescribes that government institutions “shall take all reasonable steps to ensure that
personal information that is used for an administrative purpose by the institution is as accurate, up-to-date
and complete as possible.” In Ewert, the majority found that the Correctional Service of Canada (CSC) failed
to take all reasonable steps to ensure that the impugned psychological assessment tools were accurate and
scientifically validated. There were furthermore particular concerns with accuracy when applied to Indigenous
offenders specifically. This was despite the fact that “the CSC had long been aware of concerns regarding
the possibility of psychological and actuarial tools exhibiting cultural bias.”
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Vulnerable groups, including refugees, face unique privacy risks, as information about them can be weaponized by repressive governments in their countries of origin. If conducted in an irresponsible manner, information sharing can put individuals and their families at grave personal risk.

There is also an international context to Canada’s use and collection of personal information. For example, the European General Data Protection Regulation (GDPR) is applicable to any company or government that may have access to the files of an EU citizen, meaning Canada may have greater obligations with respect to processing the data and applications of migrants and refugees from EU countries, as opposed to those arriving from elsewhere. Canada is also engaged in a number of arrangements involving international information sharing with foreign partners. Vulnerable groups, including refugees, face unique privacy risks, as information about them can be weaponized by repressive governments in their countries of origin. If conducted in an irresponsible manner, information sharing can put individuals and their families at grave personal risk.245

Private sector products designed to support individuals interfacing with the immigration and refugee system may also create new privacy risks. For example, Visabot is a Facebook Messenger-based artificial intelligence application designed to help users apply for visas and green cards, and schedule appointments with the United States Citizenship and Immigration Service (USCIS).246 Visabot has also launched a service to specifically assist young immigrants who qualify for the Deferred Action for Childhood Arrivals program (DACA).247 Although this program is designed to help at-risk migrants and potential immigrants, there is a significant privacy and security tradeoff inherent to using Facebook’s technology as a platform. This is because Facebook, and other companies like it, operate within business models that primarily rely on the aggregation, analysis, and resale of their users’ private information to third parties (such as advertisers).


Life, Liberty, and Security of the Person

Article 9 of the ICCPR\(^{248}\) recognizes the rights to life and security of the person. The Refugee Convention\(^{249}\) enshrines the right to seek protection from persecution when life, liberty and security is threatened, including the right not to be returned to a country where persecution and risk to life is likely, under the principle of nonrefoulement. Numerous other specific legal instruments, such as the Convention Against Torture and Other Cruel, Inhumane or Degrading Treatment or Punishment (CAT),\(^{250}\) CRPD,\(^{251}\) CEDAW,\(^{252}\) CRC,\(^{253}\) and CERD\(^ {254}\) all protect the right to liberty and security for all persons. This includes vulnerable groups who must be treated equally when exercising their rights. These provisions protect against arbitrariness in arrest and detention, and affirm principles of legality, due process, and the rule of law. Section 7 of the Charter protects the rights to life, liberty, and security of the person, as well as the right not to be deprived thereof except in accordance with the principles of fundamental justice.\(^ {255}\) These rights are engaged in various ways throughout Canada's immigration and refugee system. The “liberty” interest is engaged in detention-related cases,\(^ {256}\) as well as in some cases of deportation.\(^ {257}\) In cases where an individual faces the psychological threat of deportation to a country where they face a substantial risk of torture (and the threat of that torture itself), the “security of the person” interest is also engaged.\(^ {258}\)

“Principles of fundamental justice” include core legal principles of natural justice and the guarantee of procedural fairness, “having regard to the circumstances and consequences of the intrusion on life, liberty or security.”\(^ {259}\) In particular, they include three key principles, respectively guarding against arbitrariness, overbreadth, and gross disproportionality.\(^ {260}\) Where a deprivation of a right bears no connection to the actual
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purpose of a law, it is considered “arbitrary” and in breach of section 7. Government acts or actions which are “overbroad” for the purposes of section 7 are those which are rational in part, but when applied have a collateral impact on conduct or individuals in a way that is unrelated to the legislative objective. Matters of “gross disproportionality” are those where the effects or outcome are so disproportionate that they are clearly out of sync with the legislative objective, even if they are rationally connected in some way.\footnote{Ibid.}

These three dimensions are relevant to evaluating the behaviour and outcomes of automated decision systems in a number of ways. Errors, miscalibrations, and deficiencies in training data can result in rights-infringing outcomes. For example, aspects of training data which are mere coincidences in reality may be treated as relevant patterns by a machine learning system, leading to outcomes which are considered arbitrary when examined against the purpose of the governing statute. This is one reason why the GDPR requires the ability to demonstrate that the correlations applied in algorithmic decision-making are legitimate justifications for the automated decisions.\footnote{Lokke Moerel, and Marijn Storm, “Law and Autonomous Systems Series: Automated Decisions Based on Profiling - Information, Explanation or Justification? That is the Question!,” University of Oxford Faculty of Law (27 April 2018) <https://www.law.ox.ac.uk/business-law-blog/blog/2018/04/law-and-autonomous-systems-series-automated-decisions-based-profiling>}

The 2018 Supreme Court decision \textit{Ewert v. Canada (AG)}, which concerned the use of psychological and actuarial risk assessment tools by the CSC to evaluate a Métis man’s risk of recidivism, is also relevant in this context. While the Court did not find that the use of the assessment tools amounted to a breach of section 7 in that particular case, it tentatively acknowledged that such practices could meet the test for arbitrariness and overbreadth in some circumstances.\footnote{Ewert v Canada (AG), 2018 SCC 30 at paragraphs 70-74.} In a U.S. case concerning algorithmic technologies used to evaluate school board teachers where a roughly analogous argument was made, the judge came to a similar conclusion as the Supreme Court majority in \textit{Ewert}, but noted that the rational connection test is a “loose constitutional standard” which can allow governments “to use blunt tools which may produce only marginal results.”\footnote{Houston Fed. of Teachers v. Houston Independent, 251 F.Supp.3d 1168 (2017) at section 3 <https://www.leagle.com/decision/infdco20170530802>.} Notably, the Court in \textit{Ewert} found that the burden to demonstrate the absence of a rational connection to the relevant government objective, and to prove that an impugned practice violates section 7, remains on the applicant—potentially raising some of the access to justice concerns discussed later in this report, in the case of immigrants and refugees.\footnote{Suresh v. Canada (Minister of Citizenship and Immigration), 2002 SCC 1 at paragraph 118; Charkaoui v. Canada (Citizenship and Immigration), 2007 SCC 9; Charkaoui v. Canada (Citizenship and Immigration), 2008 SCC 38 at paragraph 25.}

Principles of fundamental justice also include procedural principles which vary depending on the particular context at stake. The more serious the infringement of the right, the more extensive and rigorous the procedural requirements will be.\footnote{Charkaoui v. Canada (Citizenship and Immigration), 2007 SCC 9 at paragraph 29.} The right to a hearing before an independent and impartial tribunal,\footnote{Charkaoui v. Canada (Citizenship and Immigration), 2007 SCC 9 at paragraph 29.}
the disclosure of evidence and the right to test that evidence, the right to “know the case to meet,” and the right to written reasons are among the procedural principles of fundamental justice which have been found to apply in immigration and refugee law cases, depending on the specific context. Even where national security interests are concerned—such as in security certificate proceedings—procedures must nonetheless conform to principles of fundamental justice. In the case of automated decision systems that put rights to life, liberty, or security of the person at stake, the technical capabilities of the system must be evaluated against its ability to adhere to these constitutional principles. These elements of procedural justice protected under section 7 of the Charter are intimately linked to the administrative law principles discussed in greater detail below.
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Administrative Law Issues

“Administrative law” refers to the area of law concerned with the actions and operations of government agencies and administrative decision-makers. This area of law directly affects people’s everyday lives, including decisions on issues ranging from social assistance to immigration, among others. In particular, it provides the framework for courts to engage in review of decisions made by a Minister, administrative boards, commissions, tribunals, or agencies. Administrative law principles apply to all manner of immigration and refugee law cases, which may be subject to judicial review by the Federal Court following an appeal to the Immigration Appeal Division (IAD) and the Refugee Appeal Division (RAD) of the Immigration and Refugee Board (IRB), or upon direct application for judicial review (depending on the nature of the case in question).

Courts and scholars generally divide administrative law into two areas: procedural fairness and substantive review. Procedural fairness is concerned with the nature and extent of the rights and protections available during the deliberation of a case, the content of which depends on the type of rights at stake and the circumstances of the case (but which may include the right to a hearing or written reasons, for example). Substantive review, by contrast, is concerned with evaluating the content and outcome of an administrative decision-maker’s decision to determine whether it should be sent back for reconsideration. This section explores some of the challenges—both to procedural fairness and substantive review—raised by the use of automated decision systems to either support or replace the judgment of human decision-makers.

Procedural Fairness

“The values underlying the duty of procedural fairness relate to the principle that the individual or individuals affected should have the opportunity to present their case fully and fairly, and have decision affecting their rights, interests, or privileges made using a fair, impartial and open process, appropriate to the statutory, institutional and social context of the decisions.”

Baker v. Canada (Minister of Citizenship and Immigration), [1999] 2 SCR 817, para 21

Procedural fairness is a central guiding principle of governmental and quasi-judicial decision-making in the Canadian immigration and refugee context. The highly discretionary nature of many administrative tribunals, including the Immigration and Refugee Board of Canada, makes procedural fairness in their decision-making processes even more crucial. This principle ensures that the person a decision impacts may exercise due rights of participation in their own case and, equally critically, ensures against arbitrary, unfair, or unaccountable decision-making in situations with significant consequences for people’s lives.

Various sources of law dictate the specific content of procedural fairness that is owed to a person in a given decision-making process. These sources typically include the legislation governing the decision-maker, common law principles and precedents, and the principles of fundamental justice under section 7 of the Charter. In the Canadian immigration and refugee context, the Government of Canada has provided for
procedural fairness throughout the process associated with deciding each type of application. Immigration, Refugees and Citizenship Canada mandates its staff incorporate procedural fairness into the department’s overall operations and service delivery, while setting out explicit requirements of procedural fairness in relation to specific types of decisions, such as: determining eligibility when screening refugees for resettlement; deciding to refuse a refugee application without interviewing them; deciding whether to grant permanent residence to protected persons; or deciding a person’s citizenship. These guidelines are rooted in and supplemented by procedural fairness principles as enshrined in leading Supreme Court of Canada cases such as *Baker v. Canada (Minister of Citizenship and Immigration)* and *Charkaoui v. Canada (Citizenship and Immigration)*.

Procedural fairness takes the form of a wide range of principles and practices, such as the right to make one’s case, the right to know and respond to charges, and the right to a fair and impartial decision-maker. The degree of procedural fairness that the law requires for any given decision-making process increases or decreases with the significance of that decision and its impact on a person’s rights and interests. For example, there is little to no procedural fairness attached to an officer’s decision to give a driver a parking ticket, while someone accused of a serious crime is entitled to the high degree of procedural fairness that comes with a full trial. In the immigration context, requirements may range from a general obligation to ensure an applicant receives notice of a development impacting their application to mandating that officers fulfill specific tasks such as recording, retaining, and making available adequate notes for certain applications.

Certain core rights and responsibilities are particularly relevant when considering how automated decision systems, including the use of algorithms and machine learning, might impact procedural fairness in the context of immigration and refugee applications in Canada. For example, at least one U.S. court has recognized a limited due process right in the form of proper notice (and the opportunity to raise objection) where a government body adopts an automated system. In that case, an automated system was adopted by the Arkansas Department of Human Services to assign at-home attendant care hours for disabled Medicaid

---


beneficiaries, resulting in reduced support for some individuals that threatened their health, quality of life, and personal dignity.\textsuperscript{279}

This section surveys various elements of procedural fairness which are relevant to the adoption of automated decision systems, including the right to be heard; the right to a fair, impartial, and independent decision-maker; the right to reasons (also increasingly known as the right to an explanation); and the right to appeal an unfavourable decision. The following sections will briefly discuss each right and how it is implicated by automated decision systems.

Right to be Heard

The right to be heard dictates that a person should always have the ability to make their case and respond to concerns raised against them. In the immigration and refugee context, this translates into an applicant’s right to respond to concerns that an immigration officer has with their application. The right to be heard is a core legal principle in administrative law and in the immigration law context in particular.\textsuperscript{280} This principle encompasses not only the right to respond to concerns arising from the applicant’s own materials, but further mandates that if a decision-maker relies on extrinsic evidence to make their determination, the person must be advised and given an opportunity to respond to this evidence.

The right to respond is implicated on two levels where algorithms play a key role in decision-making. First, decision-makers must consider how to provide for an applicant’s “right to respond” to a decision that is made wholly or predominantly by an algorithm, and what it means to operationalize that right. For example, the decision-maker may have to be prepared to explain precisely how the algorithm works, what data it takes into account, how it weighs various factors, and the means by which it arrived at the decision about the applicant, such that the applicant has a meaningful opportunity to refute the decision. This becomes an even more challenging task in the event of machine learning, where the algorithm essentially teaches itself without human input, and reaches decisions in ways that may be difficult for humans to understand (at least at firm glance, or without more advanced testing).

Second, algorithms are trained on large sets of data used to calibrate and refine their outcomes. It is well-established that the quality of training data will have significant impact on the quality of outcomes, where “quality” here might be defined as outcomes that are consistently fair and accurate. This would appear to give rise to an applicant’s right to respond to the data used to train the algorithms involved in immigration and refugee applications, on the notion that this data is the extrinsic evidence that the “decision-maker”—the algorithm—relies on to decide the applicant’s fate.


Right to a Fair, Impartial, and Independent Decision-Maker

Canadian law has long established that procedural fairness requires a decision-maker to be fair, impartial, and independent, as well as to be seen to be such. This principle is violated if, for example, a decision-maker displays bias or their conduct raises a reasonable apprehension of bias, or if the decision-maker does not have their independence meaningfully provided for as a way of preserving impartiality. A related aspect of this right in the immigration context is that the person who assesses the applicant’s information must be the one who renders the final decision. The use of algorithms in decision-making thus gives rise to a host of challenges in ensuring that applicants are able to meaningfully exercise these rights.

Case studies, empirical evidence, and investigative journalists have demonstrated on repeated occasions that algorithms can be, and often are, biased, in that they result in unfair outcomes or otherwise in consequences that disproportionately impact particular groups, often those already facing systemic bias in broader societal contexts (in which these algorithms are situated and cannot be separated from). In these cases, the resulting decisions likely cannot be considered to be fair or impartial. Even if a human officer ostensibly makes the final decision, they will have predominantly relied on what might be considered a proxy or subordinate decision-maker that has been shown to be biased or to be subject to a reasonable apprehension of bias (such as, for example, empirical evidence based on a data set of prior cases decided by that algorithm).

Second, while observers and researchers may be able to determine bias based on measuring the outcomes of a particular algorithm, there may be some cases in which a bias becomes sufficiently clear only if one sees the particular data used to train the algorithm, as well as specifically what the algorithm is programmed to do with that data, such as assigning different weights to different factors in determining applications. The law would have to provide a remedy for situations where the algorithm itself may be operating impartially, in the sense of the calculations it has been programmed to make, but that the originating data set is itself biased, which then skews the initially unbiased algorithm that is trained on that data. Moreover, the inner workings of many algorithms and the training data used for them are often subject to proprietary terms, and may be considered trade secrets. This opacity is a major challenge and obstacle to ensuring impartiality, and runs counter to principles of administrative law, including those of natural justice.

Third, in cases that provide algorithms as tools to assist human officers, who remain the primary decision-makers, the challenge is in assessing the degree to which the human officer has delegated their judgment to the algorithm. Courts or legislatures may have to determine, at some point, when and how an officer’s decision crosses the line from being assisted by an algorithmic tool to being replaced by, unduly influenced by, or encumbered with the algorithmic assessment.


For example, in the case of COMPAS as described above, where a software tool was used to predict recidivism rates in the criminal justice context,\textsuperscript{284} it remains unclear what rubric the decision-makers involved used to determine how much weight to place on the algorithmic prediction, as opposed to any other information available to them, including their own judgment and intuition. It also remains unclear what the appropriate weight ought to be, and this is likely to be heavily context-specific.

Despite the sliding scale approach to procedural fairness obligations in administrative law, immigration and refugee applicants are entitled to fewer protections even given the high stakes concerning life, liberty, and security of the person. Thus, carefully assessing the impacts of algorithmic tools on human decision-makers, and ensuring that the Canadian administrative and justice systems maintain the highest standards of impartiality, fairness, and independence of decision-makers after any introduction of machine learning or related tools, is imperative.

**Right to Reasons (“Right to an Explanation”)**

The right to reasons, “right to an explanation,” and right to disclosure are closely interlinked. One of the fundamental justifications for this collection of procedural rights is to ensure the applicant’s ability to understand—and potentially to later contest—a decision-maker’s rationale for an administrative decision.\textsuperscript{285} The use of algorithms and automated decision tools poses particular challenge to these rights, in an algorithm’s inability to explain itself or verbalize reasons for its decisions the way that a human decision-maker would be able and required to do.

This issue came to the forefront in a U.S. case which concerned “privately developed algorithms” to evaluate public school teacher performance and terminate teachers on that basis. The judge found that a teacher’s inability to verify or replicate the score assigned to her, based on the limited information provided by the private service, raised due process concerns, as there was no way to verify accuracy or meaningfully contest the system’s conclusions.\textsuperscript{286}

As another example, a voice recognition algorithm has been used to deliver an oral language fluency test for individuals applying for working visas and permanent residency in Australia. Experts have criticized such tools, along with photo recognition and voice recognition software, due to their rendering decisions without making available any explanations for how they arrived at a given determination. There have been several publicized incidents of native speakers or fluent speakers whom the test failed,\textsuperscript{287} and further indications that the test is biased,\textsuperscript{288} yet no explanation of how the algorithm arrived at its decisions has been forthcoming, if it is even available.


\textsuperscript{285} Baker v. Canada (Minister of Citizenship and Immigration), [1999] 2 SCR 817.


\textsuperscript{288} Ibid.
In contrast, the European Union’s General Data Protection Regulation (GDPR), which addresses the use of automated decision-making in the context of data protection law, requires human intervention in decisions with legal or similarly significant consequences for a person. The GDPR also explicitly refers to a right “to obtain an explanation of the decision reached” after assessment based on automated processing, in Recital 71, with similar rights provided for in Articles 14 and 15.

While the scope of this right in the GDPR context sees ongoing debate, there should be little question concerning its place in Canadian law, particularly given pre-existing legal requirements to provide written reasons for immigration decisions, which themselves are already rarely as extensive as those provided in criminal proceedings. Given levels of potential jeopardy for those impacted, making new provision for or strengthening the right to an explanation in immigration and refugee applications, where they are subject to automated decision systems, is paramount.

**Right of Appeal**

The right to appeal a decision, either to an appellate tribunal or a court of law, is enshrined in the IRPA for the majority of immigration and refugee decisions. To appeal a decision, however, the applicant must set out the grounds on which they are appealing. Where an algorithm has been involved in the impugned decision, it is unclear what grounds an applicant might appeal on, such as inaccuracy, bias, fairness, transparency, or other demonstrated deficiencies—though, of course, one may appeal on all of these grounds at once. Based on the other rights discussed above, perhaps an applicant should also be able to appeal a decision on the basis that an algorithm was involved at all, depending on the circumstances and details of its use, operations, and data.

Timing is a key issue when it comes to meaningfully providing applicants with the right to appeal, particularly given the significant ramifications that may result from delegating decisions to an algorithm, such as wrongful deportation. For example, in May 2018, the UK Government wrongfully deported over 7,000 foreign students after falsely accusing them of cheating in their English language equivalency tests. The government had believed the students cheated based on having used voice recognition software to determine if the student themselves were actually taking the exam, or had sent a proxy on their behalf. When the automated voice...
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analysis was checked against human analysis, it was found to be wrong in over 20% of cases, yet this was the tool used to justify the wrongful deportations.\(^{294}\) In cases such as these, procedural fairness would suggest that applicants be entitled to a right to appeal decisions before significant action is taken as a result of an algorithmic determination.

One further difficulty associated with ensuring applicants’ right to appeal, where algorithmic decision-makers are concerned, is that some avenues of recourse permit applicants to appeal only on certain specified grounds, such as appealing on a question of law, as opposed to on a question of fact. This highlights a potential gap in the right that applicants are entitled to, if a would-be appellant demonstrates that the deficiency in the algorithm was due to factual error in a way that precludes any of the available grounds of appeal (such as if they are restricted to questions of law). However, as the discussion throughout this section should make clear, one of the central complexities of algorithm-based decision-makers is that they inherently engage questions of law just as much as they engage questions of fact, if not more so. Canada’s legal system must grapple with what redress mechanisms to make available to a person who wishes to challenge an algorithm-based decision.

**Substantive Review**

*Immigration and refugee decisions are highly discretionary: two immigration officers looking at the same application, the same set of facts, and the same evidence may routinely arrive at entirely different outcomes.*

Administrative decision-makers—including those within the immigration and refugee system—are generally afforded significant deference by courts, in large part due to their subject-matter expertise. As a result, when tasked with judicial review, the question posed to the court is generally not whether the decision under review was “correct,” but rather whether it was “reasonable.”\(^{295}\) In other words, the reviewing court cannot normally elect to substitute its own preferred outcome if the decision in question is among “a range of possible, acceptable outcomes which are defensible in respect of the facts and law.”\(^{296}\) Depending on the case and context, the range of reasonable outcomes may be quite broad, or quite narrow.\(^{297}\) Immigration and refugee decisions are highly discretionary: two immigration officers looking at the same application, the same set of facts, and the same evidence may routinely arrive at entirely different outcomes.


\(^{295}\) *Dunsmuir v New Brunswick*, 2008 SCC 9.

\(^{296}\) *Canada (Citizenship and Immigration) v Khosa*, 2009 SCC 12 at paragraph 59.

facts, and the same evidence may routinely arrive at entirely different outcomes. As mentioned earlier in this report, when coupled with weak oversight or limited safeguards at this initial decision-making stage, the highly deferential standard applied by courts can become problematic from a human rights perspective.

Standard of review is already a complex and somewhat controversial area of the law. However, the “reasonableness” standard is likely to pose particularly difficult challenges where administrative decisions are rendered by (or with the assistance of) autonomous decision systems. In particular, it is not clear which specific aspect(s) of the decision-making process would be evaluated on the basis of reasonableness. At first glance, it could appear to be a simple question of whether the outcome rendered by an automated decision system is within that “range of possible, acceptable outcomes.” However, reasonable outcomes can result from decisions systems engineered according to an arbitrary or even fundamentally unreasonable logic. As an example, the US ICE uses a “Risk Classification Assessment” tool to conduct a statistical analysis meant to evaluate flight risk and threats to public safety, in determining whether an immigrant should be detained or released on bond. However, this system was modified in 2017 such that the software would only recommend “detain,” and never “release.” A system with only one potential output may result in decisions within the “range of reasonable outcomes” in certain cases (in the same way that even a broken clock is right twice a day) but it should not be afforded legal deference.

While this type of issue may be more appropriately evaluated as a matter of procedural fairness (rather than standard of review), the example serves to illustrate that reasonable outcomes alone are not enough. It also highlights the real risk that human decision-makers will sometimes behave in a highly deferential manner toward outcomes rendered by automated decision systems, even without a rational basis for doing so. It is clear that a decision-maker should not “fetter its discretion in such a way that it mechanically or blindly decides without analysing the particulars of the case and the relevant criteria.” Yet there is a real risk that—whether intentionally or subconsciously—decision-makers may be vulnerable to the cognitive bias that presumes technical systems will behave “scientifically,” fairly, and accurately, even without any reasonable basis for that belief. In cases where an administrative decision-maker relies heavily on the outputs of an automated system (such as a risk scoring algorithm) to anchor their ultimate conclusion, the reviewing court may have a responsibility to more closely interrogate the nature of that system. In some cases, they may find that their deference—which forms part of the overarching basis for the court’s application of the reasonableness standard—is not warranted.
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Other Systemic Challenges and Impacts

The previous sections of this report discussed the ways in which government adoption of automated decision systems for the purpose of either replacing or assisting human decision-makers may raise human rights and administrative law challenges. This section addresses five additional systemic issues for policymakers to consider prior to adopting these technologies. They include concerns related to access to justice, risks to public confidence in the justice system, challenges surrounding private sector accountability, limits in technical capability, and the potential for problematic international impacts.

Access to Justice

The use of automated decision systems in administrative law raises particular access to justice issues. Emerging technologies related to AI (like chatbots) may streamline access to government services, increase accessibility, and shorten delay for those interfacing with the immigration and refugee system. In other cases, they may exacerbate existing barriers to access. The net impact of these technologies will depend on how and why they are implemented, who they serve, and the frameworks that govern their use.

The use of automated decision systems and predictive analytics for the purpose of legal research and analysis may be particularly problematic. For example, the recent RFI document related to the IRCC-DOJ pilot project seeks the use of “historical data to predict the likelihood of a case being successfully litigated” as a key functionality. The system’s proposed input data would include “published court decisions and general case factors, and, in future, possibly departmental applicant records (both structured and unstructured) contained in its system/database of record.” Yet beyond the merits of an individual case, there may be many intervening variables that contribute to determining whether the government’s case against an individual succeeds. One of the most important factors is likely to be whether that individual has access to adequate legal advice. A government system designed to screen for “winnable” cases based on historical patterns may end up simply identifying those cases where the individual is self-represented or otherwise particularly vulnerable. Moreover, ordinary immigration and refugee lawyers may not have access to the same types of sophisticated technology (or technical advice) in the course of their own work. Unrepresented individuals will have even less insight and expertise. As a result, there is a real risk that these technologies may ultimately exacerbate the preexisting asymmetries of power and information between the government and the people seeking protection in Canada.
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The introduction of automated decision systems into more areas of the law may also increase costs for claimants and litigants in the immigration and refugee system. Acquiring appropriate technical advice, analysis, and expert reports can be costly and require a high degree of specialized knowledge. This becomes particularly problematic where courts operate under the default presumption that these technologies are accurate and fair, placing the burden to prove that a system exhibits error, bias, or discriminatory effects on the applicant’s shoulders. As Professor Scassa has written:

The decision in Ewert suggests that in order to establish discrimination, it will be necessary either to demonstrate discriminatory impacts or effects, or to show how the algorithm itself and/or the data used to develop it incorporate biases or discriminatory assumptions. Establishing any of these things will impose a significant evidentiary burden on the party raising the issue of discrimination. Even where the Charter does not apply and individuals must rely upon human rights legislation, establishing discrimination with complex (and likely inaccessible or non-transparent algorithms and data) will be highly burdensome.310

Despite the fact that potential issues of error and bias may disproportionately affect groups that are already vulnerable or marginalized, the ability to challenge decisions made by these systems may only be available to those with significant financial resources. As courts begin to develop jurisprudence in this area, they must be sensitive to matters of cost, expertise, and complexity.

It is also unclear how the market will respond to these new modes of administrative decision-making. The private sector is already developing a number of products and services for use by prospective immigrants to Canada. For example, an immigration chat bot called Botler was launched in 2017 to help applicants in the skilled temporary foreign worker category (Programme de l’expérience Québécoise) and international students in Quebec. It uses Quebec’s immigration department guidelines and "was trained on anonymized data from real cases."311 Another prototype is Destin, “your best artificially & emotionally intelligent virtual immigration advisor,” purporting to “create a pleasant experience for everyone on their new journey to Canada.”312 Not yet launched, it promises to assist with many types of immigration applications including Permanent Residence, Visitor Visas, Family Class Immigration, Startup Visas, and Investment Visas. It is unclear what data is being fed to Destin to support its analysis, but the vendor claims the product is trained for detecting eligibility, preparing documents, answering questions, and connecting applicants with immigration lawyers.313 The result of these private sector developments may be greater access to justice and a more level playing field. The alternative is that as these systems become more sophisticated, they may
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provoke a kind of “arms race” between user-side systems designed to maximize outcomes for prospective immigrants, and government-side systems designed to prevent unfair “gaming” of its decision systems, which may add its own further collateral damage where “gaming” is inaccurately defined or identified. In that case, the net result may be increased cost and system complexity rather than improved access to justice.

As a result, there is a real risk that these technologies may ultimately exacerbate the preexisting asymmetries of power and information between the government and the people seeking protection in Canada.

Public Confidence in the Administration of Justice

The use of automated decision systems may impact public confidence in the justice system. The legal truism that justice must not only be done, but “it must also be seen to be done” is perhaps particularly true in times of significant social or technological change. It is critical that choices about whether and how to adopt new technologies account for the way those technologies will be perceived by the public. As Vic Satzewich has stated in a Toronto Star interview, “if Canadians lose confidence in the system, their support for immigration goes down.”

On one hand, automated systems may strengthen the transparency, regularity, and explainability of administrative decision-making in some cases. There are a number of scientific studies that demonstrate that even when decision-makers are not specifically biased against a particular group or individual, myriad factors unrelated to the case may have an influence on outcome—including whether the decision-maker was hungry.

As the TBCS White Paper notes, the “capacities [of automated systems] for decision-making are not adversely affected by physical fatigue or the natural emotional and relational situations people face based on their natural makeup.” To the extent that automated decision systems may correct against these types of environmental and physical factors, they may help guard against a public perception of arbitrariness. At the same time, if the public develops the perception that these technologies are coloured by bias—or if a lack of transparency makes them feel more analogous to a lottery system or “magic eight ball” than fair and reasoned processes—the impact on public confidence in the administration of justice may be both disastrous and challenging to repair.
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There are also strong normative, social, and philosophical values at play in this debate. Some decisions—no matter how transparently articulated or carefully audited—may never be seen as “legitimate” without the involvement of a human decision-maker. This is one reason among many that both Article 22 of the GDPR\(^{318}\) and many civil society proposals for AIAs require that a human decision-maker be personally involved in, and accountable for, all decisions that impact a party’s legal rights and “similarly significant” interests.

Specialized, independent bodies with the capability to provide informed analysis and binding oversight may also help to maintain public confidence in these systems. In response to the proposed move toward “predictive analytics” by IRCC, Andrew Griffith (the retired Director General of the Immigration Department within IRCC) recommended the creation of such an oversight body, emphasizing that “the challenge is not to embed biases into the system and create extra barriers for applicants.”\(^{319}\) Such an oversight body is being explored in New York City, which is the first city in the United States to establish an Automated Decision Systems Task Force to examine how the city uses algorithms.\(^{320}\) Unfortunately, no such organization with a clear mandate to provide oversight and respond to complaints of data bias or algorithmic design currently exists in Canada.\(^{321}\)

### Private Sector Accountability

Private sector businesses have an independent responsibility to ensure that the technologies they develop do not violate international human rights.\(^{322}\) They also have clear legal obligations to comply with Canadian law, including privacy and human rights legislation, in the development of their products and services. Technologists, developers, and engineers responsible for building this technology also have special ethical obligations\(^{323}\) to ensure that their work does not facilitate human rights violations.

Unfortunately, government surveillance, policing, immigrations enforcement, and border security programs can incentivize and reward industry for developing rights-infringing technologies.\(^{324}\) Among them is Amazon’s “Rekognition” surveillance and facial recognition system, which is being marketed explicitly for use by law
enforcement. Using deep learning techniques, Rekognition is able to identify, track, and analyze individuals in real time; recognize up to 100 people in a single image; and analyze collected information against mass databases of faces. In particular, through this “person tracking” service, the government will be able to identify, investigate, and monitor “people of interest,” including in crowded group photos and in public places such as airports. The technology has come under fire from the American Civil Liberties Union (ACLU), which has demanded that Amazon stop allowing governments to use the technology, citing “profound civil liberties and civil rights concerns.” A number of Amazon shareholders have also criticized the company’s sale of the technology, citing long-standing issues of bias in facial recognition software, the threat of false positives, and the risk that markets for the technology would expand to include authoritarian regimes abroad—all of which may impact the company’s stock valuation and increase financial risk. Amazon’s own workforce has led this call, as well as demanded that Amazon cut its ties with controversial data analytics firm called Palantir Technologies. Palantir is responsible for providing the technology that supports the detention and deportation programs run by the US Immigration and Customs Enforcement (ICE) and the Department of Homeland Security (DHS), which Amazon workers have decried as an “immoral U.S. policy,” and part of “the U.S.’s increasingly inhumane treatment of refugees and immigrants.”

Microsoft employees have also taken a stand against the use of private sector technology to facilitate abuses conducted by the US government, calling on the Microsoft CEO Satya Nadella to cancel its $19.4 million (US) contract with ICE as well as contracts with clients directly related to ICE. A letter signed by over a hundred Microsoft workers in June reads, “as the people who build the technologies that Microsoft profits from, we refuse to be complicit.” By the end of the following month, 500 Microsoft employees and over 300,000 others had signed a petition reinforcing the demand. Over 60 technical contributors to GitHub—the largest source code repository in the world, recently acquired by Microsoft for $7.5 billion—have also called on Microsoft to choose between dropping the contract or losing its contributors.

---
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This opposition from Amazon and Microsoft workers is part of a larger movement of technology sector workers seeking to ensure that their products and services do not contribute to human rights abuses. Other examples include resistance to AI-driven automated weapons technology from the research community and the successful campaign against Google’s Project Maven, an artificial intelligence surveillance engine designed for the US Department of Defense. In response to public pressure and an open letter from over 4,500 Google employees declaring that the company “should not be in the business of war,” the company decided not to renew its contract for the following year, and adopted a new set of governing principles to limit the company’s development of AI for weapons.

Many major private sector companies are also beginning to develop codes of conduct and technical standards, and participate in industry consortia and coalitions, in order to better navigate the challenges raised by these technologies. Canadian businesses, notably including the Toronto-based Integrate.ai, are also beginning to set out guiding principles for the responsible development of AI technology. Emerging technologies raise complex legal and ethical issues for businesses and engineers alike. What is clear is that companies engaged in the sale of automated decision system technology cannot turn a blind eye to how it will ultimately be used, or its potential threat to human rights.

**Lack of Technical Capacity**

In many cases, private sector companies—whether massive multinationals or small, local startups—will be responsible for the development of automated decision systems used by government. Government departments and agencies engaged in technology procurement have a responsibility to do careful due diligence to ensure that these companies are capable of designing rights-respecting technology and willing to meet stringent requirements to safeguard data. The Canadian federal government already has a complex framework of standards and guidelines in place for procurement activities, but the purchase of automated decision systems and services may raise particular challenges.

---
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LACK OF TECHNICAL CAPACITY

Yet even established technologies which respond to “solved problems” (like payroll processing) have proven extremely challenging for the federal government. Adopting emerging and complex tools at the bleeding edge of scientific development without in-house talent capable of understanding, evaluating, and managing these technologies is irresponsible from an engineering perspective, as well as a legal and ethical one. In the case of automated decision systems that impact individuals’ immigration or refugee status, error and system failure also pose a threat to human rights. As the TBCS white paper notes: “If the government has to make decisions based on models that they don’t understand or have access to, it hands some decision-making power to a private company with a black box. It is important that institutions have full understanding of the tools that they are using for decision support.”

A lack of technical capacity within government can lead to a potentially inappropriate reliance on the private sector.

As with many large software projects, in the case of automated decision system technology there may be strong commercial incentives for vendors to impose licensing conditions that keep source code closed, opaque, and unavailable for public scrutiny. Similarly, there may be vendor interest in using input or training data provided by government for other commercial purposes beyond the government’s own use case (for example, to improve and train the vendor’s unrelated products and services), raising privacy concerns.

There are also difficult questions regarding the ultimate business models of vendors in this sector. For example, Destin AI plans to launch an “emotionally intelligent” chatbot service that will help individuals prepare visa applications and other immigration-related documents. Curiously, Destin AI is also listed as one of the “Interested Suppliers” in response to the RFI seeking an “Artificial Intelligence Solution” for the DOJ, ESDC, and IRCC—suggesting that the company is interested in playing “both sides” of the immigration equation. Whether the Canadian government is meaningfully equipped to navigate this complex emerging market and to exercise rigorous technical oversight of these private sector tools is an open question.

———
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Global and International Impacts

Technology travels. Whether in the private or public sector, a country’s decision to implement particular technologies can set an example for other countries to follow. This is doubly true if Canada continues to present itself as a leader both in AI as well as in human rights. Machine learning and predictive analytics in the immigration space is already being explored in various jurisdictions across the world, as well as by international agencies that manage migration, such as the UN. Canada has a unique opportunity to develop international standards that regulate the use of these technologies in accordance with domestic and international human rights obligations. It is particularly important to set a clear example for countries with more problematic human rights records and weaker rule of law, as insufficient ethical standards and weak accounting for human rights impacts can create a slippery slope internationally. Canada may also be responsible for managing the export of these technologies to countries more willing to experiment on non-citizens, and infringe the rights of vulnerable groups with few ramifications.

These power dynamics are crucial to interrogate in the migration space, where private sector interventions increasingly proliferate, as seen in the recent growth of countless apps for and about refugees. However, in the push to make people on the move knowable, intelligible, and trackable, technologies that predict refugee flows can entrench xenophobia, as well as encourage discriminatory practices, deprivations of liberty, and denial of due process and procedural safeguards. With the increasing use of technologies to augment or replace immigration decisions, who benefits from these technologies and what does success look like? While efficiency may be valuable, those responsible for human lives should not pursue efficiency at the expense of fairness—fundamental human rights must hold a central place in this discussion. By placing human rights at the centre, the careful and critical use of these new technologies in immigration and refugee decisions can benefit both Canada’s immigration system as well as the people applying to make their new home here.

---
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Recommendations

1. **Publish** a complete and detailed report, to be maintained on an ongoing basis, of all automated decision systems currently in use within Canada’s immigration and refugee system, whether by IRCC, CBSA, or any other federal departments or agencies. Disclosure about each system should include, at minimum:
   a. The purpose for which the system is used;
   b. The names of the individual(s) and offices within government who hold ultimate responsibility for the adoption, use, and outcomes of the system;
   c. A detailed description of the training data used, as well as information regarding all selection, review, and auditing mechanisms for that training data;
   d. Full disclosure of the training set, where such disclosure is both supported and supervised by the Office of the Privacy Commissioner and raises no credible privacy risk, whether directly or indirectly;
   e. A detailed description of the inputs, factors, and criteria weighed by the system;
   f. An indication of the extent to which the system replaces, modifies, or augments a formerly human-led decision-making process;
   g. Information concerning whether the system (or part of the system) is a product or service of a private vendor, and if so, information about that vendor and the nature of the contractual relationship between the parties, including ownership of intellectual property related to the algorithm(s), as well as ownership and custody of, and accountability for, all collected data;
   h. The metrics used to evaluate the system’s accuracy, efficiency, fairness, and ability to achieve government objectives, including specifically any efforts undertaken to test the automated decision-making system’s potential impact on marginalized and vulnerable groups;
   i. The system’s rate of error (including the likely rate of false positives as well as false negatives);
   j. Any Privacy Impact Assessment (PIA) associated with the system;
   k. Any documentation related to the independent scientific validation or peer review of the system or elements of the system.

2. **Freeze** all efforts to procure, develop, or adopt any new automated decision system technology, including the “Artificial Intelligence Solution” technology contemplated in the April 2018 Request for Information from DOJ, IRCC, and ESDC[^352], until existing systems fully comply with a government-wide Standard or Directive governing the responsible use of these technologies.

3. **Adopt** a binding, government-wide Standard or Directive for the use of automated decision systems, which should apply to all new automated decision systems as well as those currently in use by the federal government, that:

   a. Requires all automated decision systems to operate in strict compliance with Canada’s international human rights obligations and the Charter, and to be accompanied by a statement which “lay[s] out the government’s principled position regarding how, on a balance of probabilities, the [automated decision system] complies with the purposes and provisions of the Charter.”[^353]

   b. Provides for a robust framework of procedural fairness and due process in administrative decision-making, including, but not limited to, requirements for:

      i. Clear notice to individuals that a decision, including profiling, concerning their rights and interests that produces legal or similarly significant effects will be made in full or with the support of an automated decision system;

      ii. Meaningful explanation in the form of written reasons for any decision that relies in full or is made in part with the support of an automated decision system, including details regarding the provision of meaningful information regarding the underlying logic involved and criteria relied upon in any automated component of the decision;

      iii. Access to fair and transparent review and appeals procedures, including discovery mechanisms and obligations that ensure that affected individuals are capable of meaningfully challenging any automated decision systems relied upon;

      iv. Create a mechanism for the inclusion of amici or similarly independent parties with subject-matter specific expertise where automated decision-making mechanisms are implicated in review or appeal proceedings.

   c. Requires that any body of government which makes use of an automated decision system also provides for clear processes to facilitate complaint, review, redress, and appeal (and notice to all individuals impacted by those systems that these processes are available);

   d. Requires the completion of a full Algorithmic Impact Assessment for every system (including retroactive assessments of existing systems) according to a standardized, public framework which explicitly evaluates for compliance with international human rights law and the Charter;

   e. Establishes a framework for ongoing monitoring and periodic formal reviews, as well as a formal documentation process for all known errors and incidents;

---

Sets out robust requirements for independent academic peer-review and scientific validation of all automated decision system technologies (and/or their component technologies) used by government prior to their adoption;

Explicitly requires independent, academic peer-review and scientific validation to ensure that automated decision system technologies do not result in either direct or indirect discrimination on the basis of race, national or ethnic origin, colour, religion, sex, age or mental or physical disability in their use or effects;

Requires that in every case where an automated decision system is used, that a human-led contingency framework or backup system is adopted to ensure that in the case of system failure or restrictions on use, individuals impacted by that system will have a non-prejudicial alternative;

Requires that when accounting for potential error in automated decision system design or implementation, that the system is designed to err on the side of the more minimally rights-impairing outcome;

 Guarantees that no decision which prejudicially impacts the rights or interests of an individual is made by an automated decision system alone;

Ensures that all individuals responsible for using an automated decision system in the course of their work are adequately trained, and that their training includes a detailed review of how a given system functions as well as its limitations;

Includes statistical tracking and periodic reporting mechanisms tracking the frequency in which outcomes suggested by automated decision systems ultimately align with final decisions;

All automated decision-systems should favour implementation in a manner that ameliorates conditions of disadvantaged or marginalized individuals or groups.

4. **Establish** an independent, arms-length body with the power to engage in all aspects of oversight and review of all use of automated decision systems by the federal government, and in particular with the ability to review, test, and audit source code and training data which cannot be made public for reasons of national security and/or privacy.

5. **Create** a rational, transparent, and public methodology for determining the types of administrative processes and systems which are appropriate for the experimental use of automated decision system technologies, and which are not. This framework must:
   a. Recognize that there are spectrums of potential impact on individuals’ rights and interests (including those protected under international human
rights law and the *Charter*), of potential *harm* (sometimes irreparable) to those rights and interests, and of potential *complexity* in system design.

b. Acknowledge that many machine learning and artificial intelligence technologies remain in their infancies, and that government adoption should follow the state of the discipline: i.e., from a purely computer science perspective, applications which are rote, repeatable, and easy to correct may already be responsible use cases for automated decision systems, whereas those which are discretionary, complex, and require a high degree of subjective judgment will not.

c. Accept that there some decisions which may never be appropriately or lawfully made by an automated system.

6. **Commit** to making complete source code for all federal government automated decision systems—regardless of whether they are developed internally or by the private sector—public and open source by default, subject only to limited exceptions for reasons of privacy and national security.

7. **Launch** a federal Task Force that brings key government stakeholders (including OPC, TBSC, IRCC, DOJ, ISED, GAC, PSC, and CBSA) alongside academia and civil society to better understand the current and prospective impacts of automated decision system technologies on human rights and the public interest more broadly.
APPENDIX A
ACCESS TO INFORMATION REQUESTS
Access to Information Requests

The IHRP and the Citizen Lab have submitted 27 separate Access to Information (ATI) requests to the Government of Canada, including to the CBSA, IRCC, CSIS, Shared Services Canada (SSC), Public Safety and Emergency Preparedness (PSEP), Global Affairs Canada (GAC), Innovation, Science and Economic Development (ISED), and the Royal Canadian Mounted Police (RCMP). As of publication of this report, the authors continue to await data in response to these requests and intend to publish results in full as they become available.

The following requests were submitted in April 2018.

CANADA BORDER SERVICES AGENCY
All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in screening immigration and refugee applicants by CBSA officers.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in the enforcement of deportation and removal proceedings (and all determinations and/or related decision-making).

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning for the purpose of border security at all ports of entry.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in the context of immigration detention (and all related determinations and/or decision-making).

IMMIGRATION, REFUGEES, AND CITIZENSHIP CANADA
All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and
external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to
the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics,
algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in the Express Entry
Program.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments,
meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and
external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to
the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics,
algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in the Startup Visa
Program.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments,
meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and
external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to
the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics,
algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in the Self-Employed
Person in Cultural or Athletic Activities or as a Farm Program.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments,
meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and
external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to
the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics,
algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in the Provincial
Nominees Program.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments,
meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and
external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to
the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics,
algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in the Caregivers
Program.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments,
meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and
external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to
the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics,
algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in the Atlantic
Immigration Pilot Program.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments,
meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and
external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to
the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics,
algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in the Family Sponsorship Program.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in the Immigrant Investors Program.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in the Quebec Selected Skilled Workers Program.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in the Temporary Foreign Worker Program.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in admissibility / inadmissibility assessments and determinations made on grounds of security.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in admissibility / inadmissibility assessments and determinations made on grounds of criminality.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in admissibility / inadmissibility assessments and determinations made on grounds of medical inadmissibility.
All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the questionnaire used by the Royal Canadian Mounted Police to collect information on asylum seekers who arrived irregularly at the border (i.e., the questionnaire described in this article: https://www.thestar.com/news/canada/2017/11/27/rcmp-will-redact-more-than-5000-records-collected-using-questionnaire-targeting-muslim-asylum-seekers.html), and specifically:

- The questionnaire itself;
- All records related to the design and drafting of the questionnaire;
- All records synthesizing, organizing, or aggregating the information collected using the questionnaire;
- All records related to the past, current, planned or potential use, storage, retention, destruction, and analysis of the information collected;
- All records related to the past, current, planned or potential disclosure and sharing of the information collected to any other Canadian government agency, private entity, or foreign government.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning for the purpose of assessing or making determinations related to “risk” of immigration and refugee applicants to Canada.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning for the purpose of assessing or making determinations related to the existence and/or likelihood of “fraud” and/or “misrepresentation” by immigration and refugee applicants to Canada.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning in the context of security certificate proceedings.

SHARED SERVICES CANADA

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to
the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning by the Canadian federal government.

CANADIAN SECURITY INTELLIGENCE SERVICE
All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning for the purpose of assessing or making determinations related to “risk” of immigration and refugee applicants to Canada.

GLOBAL AFFAIRS CANADA
All records held by Global Affairs Canada (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning by the Canadian federal government.

INNOVATION, SCIENCE AND ECONOMIC DEVELOPMENT CANADA
All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to Canadian companies engaged in the development and/or sale of products or services related to “big data” analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning technologies for use by government clients, whether in Canada or abroad.

ROYAL CANADIAN MOUNTED POLICE
All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the questionnaire used by the Royal Canadian Mounted Police to collect information on asylum seekers who arrived irregularly at the border (i.e., the questionnaire described in this article: https://www.thestar.com/news/canada/2017/11/27/rcmp-will-redact-more-than-5000-records-collected-using-questionnaire-targeting-muslim-asylum-seekers.html), and specifically:

- The questionnaire itself;
- All records related to the authorization, design, and drafting of the questionnaire;
- All records synthesizing, organizing, or aggregating the information collected using the questionnaire;
- All records related to the past, current, planned or potential use, storage, retention, destruction, and analysis of the information collected;
• All records related to the past, current, planned or potential disclosure and sharing of the information collected to any other Canadian government agency, private entity, or foreign government.

All records (including but not limited to draft and final policies, guidelines, privacy impact assessments, meeting notes, technical specifications, training documents, bulletins, memoranda, and all internal and external correspondence, including e-mail) for the period between January 1, 2013 and April 1, 2018 related to the use (or potential use) of “big data,” big data analysis, algorithmic decision-making, algorithmic analytics, algorithmic analysis, “predictive analytics,” predictive analysis, and/or machine learning for the purpose of assessing or making determinations related to “risk” of immigration and refugee applicants to Canada.
In 2017, the RCMP collected the following questionnaire from over 5,000 asylum seekers near the unofficial border crossing between the United States and Quebec at Roxham Road.
### ENTREUVES / INTERVIEW

1. D'où venez-vous? / Where do you come from?

2. Pourquoi ne vous êtes-vous pas présents à un poste frontalier? / Why did you not come to a border crossing?

3. Depuis combien de temps demeurez-vous aux États-Unis? / How long have you been in the United States?

4. Qu'est-ce qui vous motive à quitter les États-Unis? / What motivated you to leave the United States?

5. Que faisiez-vous aux États-Unis pendant tout ce temps? / What were you doing in the United States all this time?

6. À quel endroit demeurez-vous? / Where did you stay?

7. Avec qui? Nom(s) et DDN(s) / With whom? Name(s) and DOB(s)?

8. De qui vivez-vous? (ex. emploi, famille, gouvernement) / What were you living with? (ex. work, family, government)

9. Qu'est-ce qui vous motive à venir au Canada? / What motivated you to come to Canada?

10. Avez-vous appliqué pour un statut d'immigration ou de réfugié aux États-Unis? / Have you applied for refugee status in the United States or to immigrate to the United States?

11. Quels sont les résultats de votre demande? / What were the results of your application?

12. Avez-vous un emploi? Si oui, quel était votre métier? / Did you have an employment? If so, what was it?

13. Avec qui voyagez-vous? / Who did you travel with?

14. Avez-vous de la famille au Canada? Nom(s) et DDN(s)? Où sont-ils? Que font-ils? / Do you have family in Canada? Names and DOBs? Where are they? What do they do?

<table>
<thead>
<tr>
<th>Membre famille / Family Member</th>
<th>DDN / DOB</th>
<th>Métier / Occupation</th>
<th>Ville / City</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

15. Comment est votre santé? / How is your health?

---

Membre / Member: ____________________________

& Reg. / Reg N: ____________________________

Mérite / Time: ____________________________

Date: ____________________________

Signature du détenu / Detained's signature
16. Qui vous a informé sur la façon de vous rendre au Canada? / Who informed you about how to get to Canada?

17. Que vous a-t-on dit? / What were you told?

18. Est-ce que l'on vous a chargé quelque chose? Si oui, combien? / Have you been charged with anything? If so, how much?

19. Avez-vous manipulé des armes à feu par le passé? / Have you handled firearms in the past?

20. Avez-vous servi dans l'armée? / Have you served in the army?

21. Avez-vous des affiliations à des groupes politiques? / Do you have affiliations with political groups?

22. Avez-vous déjà subventionné des organisations ou des groupes politiques? / Have you ever contributed to organizations or political groups?

23. Connaissez-vous quelqu'un affilié à un groupe politique ou extrémiste? / Do you know someone affiliated with a political or extremist group?

24. Quelle est votre opinion sur les attaques terroristes? / What is your opinion about terrorist attacks?

25. Quelle est votre opinion à propos du groupe État islamique (EI, SIS, Daesh), des Talibans, etc.? / What is your opinion about the group Islamic State (EI, ISIL, ISIS, Daesh), the Taliban, etc.?

26. Avez-vous déjà commis une infraction criminelle? / Have you ever committed a criminal offense?

27. Avez-vous déjà été arrêté? / Have you ever been arrested?

28. Faites-vous rechercher par les autorités politiques de votre ou d'un autre pays? / Are you being sought by the police or other government authorities from your or any other country?

29. Avez-vous des intentions criminelles durant votre séjour au Canada? / Do you have any criminal intentions while in Canada?

30. Avez-vous des intentions de protester au Canada au sujet des événements qui se produisent dans votre pays? / Do you have any intentions to protest in Canada about the events that are taking place in your country?

31. Le Canada est un pays très libre qui croit à la liberté de la pratique religieuse et de l'égalité entre les hommes et les femmes. Quelle est votre opinion sur ce sujet? Comment vous sentiriez-vous si votre patron était une femme? Comment vous sentiriez-vous si votre patron était un homme qui ne portait pas le hijab (couvre la tête), dupatta (couvre la tête et les épaules), chador (couvre la tête et le corps), niqab (couvre la tête, le visage et le corps), burka (couvre tout le corps, incluant les yeux)?

32. Canada is a very liberal country that believes in freedom of religious practice and equality between men and women. What is your opinion on this subject? How would you feel if your boss was a woman? How do you feel about women who do not wear the hijab (covers the head), dupatta (covers head and shoulders), chador (covers head and body), niqab (covers head, face and body), burka (covers the entire body, including the head)?

---

Membre / Member: ___________________________

Rég. / Reg#: __________________________

Heure / Time: __________________________

Date: __________________________

Signature du détenir / Detainee's signature: __________________________
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<table>
<thead>
<tr>
<th>Question</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si une personne de votre entourage commet une infraction ou un acte réprimandable que feriez-vous? / If someone around you commits an offense or a reprimandable act what would you do?</td>
<td></td>
</tr>
<tr>
<td>Dénoncerez-vous? / Would you denounce him or her?</td>
<td></td>
</tr>
<tr>
<td>Quelle est votre religion? / What is your religion?</td>
<td></td>
</tr>
<tr>
<td>Pratiquez-vous votre religion, si oui, à quelle fréquence? / Do you practice your religion, if so, how often?</td>
<td></td>
</tr>
<tr>
<td>Avez-vous utilisé un passeport d'une autre nationalité pour voyager? / Did you use a passport of another nationality to travel?</td>
<td></td>
</tr>
<tr>
<td>Avez-vous de la famille, des amis ou contacts aux États-Unis? / Do you have any family, friends or contacts in the USA?</td>
<td></td>
</tr>
<tr>
<td>Nom / Name</td>
<td></td>
</tr>
<tr>
<td>Sexe / Gender</td>
<td></td>
</tr>
<tr>
<td>Relation / Relationship</td>
<td></td>
</tr>
<tr>
<td>Ville / City</td>
<td></td>
</tr>
<tr>
<td>Qui vous a aidé pour voyager aux États-Unis et au Canada? / Who helped you to travel to the USA and Canada?</td>
<td></td>
</tr>
<tr>
<td>Combien d'argent avez-vous avec vous? Combien d'argent avez-vous disponible tel que les cartes de crédit, compte bancaire, etc.? / How much money do you have with you? How much money do you have available such as credit cards, bank account, etc.?</td>
<td></td>
</tr>
<tr>
<td>Avez-vous des affiliations avec des groupes extrémistes / Do you have affiliations with extremist groups?</td>
<td></td>
</tr>
</tbody>
</table>

**Commentaires additionnels / Additional Comments:**

| Member / Member: |  |
| Reg / Reg #: |  |
| Heure / Time: |  |
| Date: |  |
| Signature du détenu / Detainee's signature |  |
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